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Abstract

The surveillance system to prevent crime and accidents in advance has become a necessity, not an option 

in real life. Not only public institutions but also individuals are installing surveillance cameras to protect 

their property and privacy. However, since the installed surveillance camera cannot be monitored for 24 

hours, the focus is on the technology that tracks the video after an accident occurs rather than prevention. In 

this paper, we propose a system model that monitors abnormal behaviors that may cause crimes through 

real-time video, and when a specific behavior occurs, the surveillance system automatically detects it and 

responds immediately through an alarm. We are a model that analyzes real-time images from surveillance 

cameras and uses I3D models from analysis servers to analyze abnormal behavior and deliver notifications 

to web servers and then to clients. If the system is implemented with the proposed model, immediate response 

can be expected when a crime occurs.
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1. INTRODUCTION

Video Surveillance Systems(VSS) are systems to protect the lives and property of the people, such as crime 

prevention and disaster monitoring, and are continuously developed as time passes and are used in a wide 

variety of fields. In addition, network-based intelligent video surveillance systems capable of recognizing the 

characteristics of objects or people are rapidly developing, not only in the form of monitoring the 

surrounding situation[1].

Intelligent video control is a technology that recognizes characteristics and extracts patterns by analyzing 

image data, and recognizes objects such as faces, letters, numbers, and objects according to purpose and 

object, or utilizes various functions such as motion recognition and tracking. In particular, it is possible to 

predict and track human behavior through artificial intelligence learning of big data.
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Currently, the artificial intelligence-based video surveillance system market is still in its infancy and is 

mainly being progressed in the form of government projects by sector. In the case of local governments, the 

demand for the artificial intelligence-based video analysis market has gradually increased since two years 

ago due to the nature of the business that has to control multiple CCTVs. However, the distribution of CCTV 

intelligent screening system in 225 CCTV control centers nationwide is within 20%, and local governments 

already operating only about 20% of all CCTVs are applying artificial intelligence CCTV.

In addition, intelligent CCTVs currently in operation are also being used in the form of selective control.

Research has shown that the ability of one controller to detect dangerous situations in two or more CCTVs 

drops to 45% after 5 minutes and 95% after 22 minutes[2]. Since humans cannot monitor all screens 24 

hours a day, there is a growing need for a system that can respond effectively by giving a notification when a 

situation that has been learned in advance occurs within the range monitored by CCTV.

This paper proposes a design of a monitoring system that detects abnormal behaviors in real time using deep 

learning, reports them to the control system, stores the detected abnormal behaviors in a server, and learns 

them again to increase accuracy.

2. RELATED RESEARCH

Surveillance systems can be broadly classified into unmanned surveillance systems and intelligent 

surveillance systems. The unmanned surveillance system is a system that monitors places without people, and 

the intelligent surveillance system is a system that analyzes unusual behavior in public places.

The first unmanned surveillance system detects intrusion in a restricted area using infrared cameras or 

sensors. This system considers all unauthorized users to be intruders. Therefore, when motion is detected by a 

heat sensor, etc., it alerts the guard to recognize the situation[3][4].

On the other hand, the second intelligent surveillance system uses the same equipment, but detects behavior 

that is not common in public places. For example, it detects infrequent behaviors such as a person falling, 

falling, or wandering around a restricted area[5][6].

3. SYSTEM DESIGN

3.1 Selection of Intelligent Data Aanalysis Model

In order to construct a learning model for intelligent surveillance, learning data was first required.In the 

beginning, AI Hub, an AI integrated platform built by the National Information Society Agency, built in 

2017[7]. In order to be able to recognize the features of space-time, we performed detection and learning of 

abnormal behavior through 2D CNN, -LSTM, 3D CNN, and I3D models[8][9]. After training and testing a 

series of three models, the I3D model that shows the best results was selected as the analysis model[10].

As shown in Figure 1, in order to compose data that can be used in I3D, the video is divided into 16 frames 

and composed of one clip. After learning through the I3D model, the data created in this way is judged for 

abnormal behavior. In this system, in order to increase the learning performance in the I3D-based neural 

network, the learning performance is increased by adding RGB frames and optical flow as input values[10].
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Figure 1. I3D Model

3.2 System Structure

The overall monitoring system proposed in this paper is shown in Figure 2. First of all, the video from the 

CCTV camera is transmitted in real time to the abnormal behavior analysis server and the client web browser. 

The abnormal behavior analysis server determines the abnormal behavior through the model learned from the 

image. If an abnormal behavior is detected, the abnormal behavior analysis server stores the image in the 

database for 5 seconds from the detected time point. The data stored for 5 seconds is designed to increase the 

accuracy of abnormal behavior detection by periodically learning the abnormal behavior analysis server.

Figure 2. Video surveillance system structure 

The detected abnormal behavior video data stored in the database is transmitted to the web server. The web 

server communicates with the abnormal behavior analysis server through the Rest method. The detection result 

of abnormal behavior is transmitted to the web browser via web socket communication. The web browser 

displays the push alarm received through the web socket so that the user can recognize it. The user who 

receives the alarm can inquire and store the image data of the detected abnormal behavior.

4. CONCLUSION

In this paper, we proposed a system design that detects abnormal behavior in video in real time through 

CCTV, automatically notifies users, and enhances detection function through learning of detected abnormal 

behavior.

If the abnormal behavior system is configured according to the design proposed by us, it is not necessary to 

have several personnel who can detect abnormal behavior around the clock in a control center with multiple 
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CCTVs. In addition, continuous real-time detection and information analysis are possible according to the type 

of abnormal behavior to be learned, and the effect of improving real-time detection capability through warning 

or notification service accordingly can be expected.

We expect that if a system that can monitor abnormal behavior in real time is implemented, it is not only 

used for crime prevention such as violence and fainting, but can be extended to daycare centers, kindergartens, 

and nursing homes that require continuous monitoring.
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