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1 | INTRODUCTION

Recently, the synthesis of planar arrays has gained significant
attention because it enables three-dimensional beamforming,
which is one of the most promising techniques for next-gener-
ation wireless communication systems [1,2]. It is known that
a three-dimensional beam pattern specified by elevation and
azimuthal planes can be obtained by using antenna elements
arranged in a two-dimensional grid. The objective of array
pattern synthesis in linear and planar arrays is to determine
the excitation weights for antenna elements to generate a spe-
cific beam pattern [3]. In [4—6], the desired beam pattern was
generated by using an iterative adaptation scheme to adjust
current beam patterns in an iterative manner. The authors of
[7-9] demonstrated that certain types of synthesis issues can
be formulated as convex optimization problems and solved

In this paper, we propose an array pattern synthesis scheme using semidefinite pro-
gramming (SDP) under array excitation power constraints. When an array pattern
synthesis problem is formulated as an SDP problem, it is known that an additional
rank-one constraint is generated inevitably and relaxed via semidefinite relaxation. If
the solution to the relaxed SDP problem is not of rank one, then conventional SDP-
based array pattern synthesis approaches fail to obtain optimal solutions because the
additional rank-one constraint is not handled appropriately. To overcome this draw-
back, we adopted a bisection technique combined with a penalty function method.

Numerical applications are presented to demonstrate the validity of the proposed

array pattern synthesis, bisection method, semidefinite programming, semidefinite relaxation

using well-established interior-point methods. Additionally,
genetic algorithm-based optimization was adopted to solve
the array pattern synthesis problem in [10] and [11].

In this study, we focused on the application of semidefi-
nite programming (SDP) to array pattern synthesis [12-14].
Array pattern synthesis problems can be formulated as SDP
problems with an additional rank-one constraint. Although
the additional rank-one constraint can be relaxed using the
concept of semidefinite relaxation [15], the solution to the
original problem must be of rank one. In both [13] and [14],
no operations were used to handle the rank-one constraint
and the array excitation was obtained by using the maxi-
mum eigenvalue and corresponding eigenvector of the solu-
tion to the SDP problem directly, even though the solution
may not be of rank one. Therefore, there is no guarantee that
the array excitations in [13] and [14] are optimal. To address

This is an Open Access article distributed under the terms of the Korea Open Government License Type 4: Source Indication + Commercial Use Prohibition + Change Prohibition

(http://www.kogl.or.kr/info/licenseTypeEn.do).
1225-6463/$ © 2019 ETRI

ETRI Journal. 2019;41(5):619-625.

wileyonlinelibrary.com/journal/etrij 619


www.wileyonlinelibrary.com/journal/etrij
http://www.kogl.or.kr/info/licenseTypeEn.do
mailto:jihosong@ulsan.ac.kr

LEE ET AL

“ | WILEY-ETRI Journal

this issue, we adopted a bisection technique [16] combined
with a penalty function method (PFM) [17].

Furthermore, we also consider two different constraints
on the power consumed to excite the antenna array: the over-
all power constraint (OPC) and individual power constraint
(IPC). The OPC indicates that the total power consumed for
exciting all antenna elements is limited. In contrast, the peak
excitation power at each antenna element is restricted by the
IPC. It is noteworthy that [14] did not consider any constraints
on the power consumed for array excitation, whereas [13] im-
posed a restriction on the magnitude of each excitation weight.

The remainder of this paper is organized as follows. In
Section 2, we derive an array pattern synthesis problem
with array excitation power constraints. In Section 3, we use
the SDP to solve the array pattern synthesis problem and
demonstrate that the bisection technique combined with the
PFM can handle the additional rank-one constraint. Section
4 presents numerical results and compares the array re-
sponse characteristics of the proposed scheme with those
of conventional schemes to validate the proposed scheme.
Concluding remarks are provided in Section 5.

2 | PROBLEM FORMULATION
Consider a planar array with M elements, where the mth ele-
ment has a pattern of g, (0, @) and is fed by a complex excita-
tion of w,,. The far-field response of the planar array can be
expressed as [8,9]

M
FO.0)=Y 8,,(8, 0w, e wntrim), (1)

m=1
where x,, and y,, denote the location of the mth element in the
wavelengths, which are arbitrary, but fixed and known, and

u = sin (@) cos (@), v=sin (0) sin (). 2)
Here, we denote (6, @,) as the desired direction, which
yields u, = sin(6,) cos (¢,) and v, = sin(f,) sin (@,). We
also define an undesired region S, which includes all unde-
sired directions. Furthermore, we refer to |f(6, @)|* as the
array response level to the direction of (6, ¢).

Our objective is to maximize the response level to the
desired direction under the undesired-region response level
constraint. We consider that the absolute squared sum of the
complex weights is <Py for the OPC (ie, Zﬁle [w,|? < Pp)
and the absolute square of each weight is less than or equal
to P, for the IPC (meaning |w,,|*> < P, for all m). Then, the
optimization problem can be written as

mvalela(eo, ®o)W|?
s.t. max |a(d, @)w|?<
(o,w)esl @, p)w|“<p

wiw<P,,
|wm|2 <P, Vm,

for OPC, &)
for IPC,

where w = [w,w,, ... ,wM]T is the complex excitation
vector, the mth entry of the 1 X M steering vector a(f, ¢) is
2,(0, @)e&?*“n+wn) and p is the maximum allowable unde-
sired-region response level.

It is noteworthy that a similar problem that does not con-
sider array excitation power constraints can be found in [18].
However, [18] assumed a uniformly spaced antenna array,
meaning linear programming could be exploited to solve the
problem. As mentioned above, we considered that antenna
elements are arbitrarily spaced in this study. The proposed
scheme derived in the next section has no limitations regard-
ing antenna spacing and can be used for both cases of uni-
form spacing and arbitrary spacing.

3 | ARRAY PATTERN SYNTHESIS

In this section, we solve (3) using semidefinite relaxa-
tion [15] and the bisection technique [16]. First, we re-
write (3) as

mvele tr (A(6y,90)W)

s.t. tr(A(0,p)W)<p, V(0,p)€ES,
rank(W)=1, W3>0, “4)
tr(W) < Py, for OPC,
{ W,.. <P, Vm, forlIPC,

where W = ww', A(9, p) = a0, p)'a(@, ), tr(.) denotes
trace operations, (.)" denotes a conjugated transpose, W = 0
indicates that W must be a Hermitian positive semidefinite
matrix, and W, denotes the mth diagonal entry of W. To
solve (4), we exploit semidefinite relaxation to eliminate the
rank constraint [15]. Then, we have

max tr(A(8y,00)W)

s.t. tr(A(0,9)W) <p,
tr(W) < Py,
W,.. <P, Vm,

V(0,p)€S, W =0, 5
for OPC, ©)
for IPC,

which can be solved using the SeDuMi [19] and Yalmip
[20] software. If (5) is feasible, we can obtain a solution W*.
Because the rank constraint was eliminated in the original
problem, we must check the rank of W*. When W* is of rank
A* w* as an excitation vector, where

max max
A and wr are the maximum eigenvalue and correspond-
ing eigenvector of W¥, respectively. It is noteworthy that in
[13] and [14], the excitation vector was defined as/A%  w>
even when W* was not of rank one, meaning there is no guar-
antee of optimality.

To handle the case where the rank of W* is higher than
one, we propose the following process to find a rank-one
solution. First, we set 7* = tr(A(6,, ¢,)W™). Then, the prob-

lem can be expressed as

one, we can use
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FIGURE 1  Comparison of array response levels for antenna
pattern nulling with an IPC when M = 10 and p = —80 dB. (A)
Response level of the conventional scheme. (B) Response level of the
fmincon scheme. (C) Response level of the proposed scheme
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find W
s.t. tr(A(6y,00)W) =177,
tr(A(0,0)W)<p, V(0,p)ES,
rank(W)=1, W3>0,
{ tr(W) <Py, for OPC,
W, <P, ¥m, forIPC.

(©6)

In this work, we employ the PFM from [17] to solve (6).
We set W = W* and perform the initialization step of the
PFM to obtain W with rank (W) ~ 1. Using WO a5 a
starting point, we then perform the optimization step of the
PFM. Both the initialization and optimization steps are iter-
ative processes, where the following SDP problem is solved
by using SeDuMi [19] and Yalmip [20] at the jth iteration:

WO = argmin tr(W)— 20, = tr (Wi (W) (W= W)
w

s.t. tr(A(0p, )W) =7*, W>0,

tr(A0,9)W)<p, V(0.p)€ES,
tr(W) <P, for OPC,
W, <P, VYm, forIPC,

7

where Ag?ax and W(lel)ax are the maximal eigenvalue and cor-
responding eigenvector of WY, respectively. If the final
solution of the PFM is of rank one, we can use its maximum
eigenvalue and corresponding eigenvector to form the exci-
tation vector as discussed above.

The PFM utilizes the fact that a rank-one matrix W should sat-
isfy tr(W) = A, Where 4,,,, denotes the maximal eigenvalue
of W.Because tr(W) > 4. when Wis not of rank one, the PFM
attempts to force tr(W) — A, to approach zero using the itera-
tive method in (7). In [17], it was proven that the updated WU*D
in (7) always satisfies tr(WUD) — 27D < row@) — 40
which implies that the iteration in (7) always converges. An
optimization problem with rank constraints was also investi-
gated in [21]. Although the PFM in [17] is suitable only for a
rank-one constraint, the iterative rank minimization approach
in [21] can be used for a rank-r constraint with » > 1. When
the approach in [21] was exploited for a rank-one constraint, the
authors aimed to minimize the second largest eigenvalue of the
matrix W through iteration, whereas the iteration of the PFM at-
tempts to minimize tr(W) — 4,,... Note that the authors of [21]
introduced a penalty term requiring predetermined parameters
to the objective function, whereas the PFM does not require any
penalty terms or predetermined parameters. We expect that the
iterative rank minimization algorithm can also be used in the
proposed scheme instead of the PFM.

It is not always guaranteed that the converged solution
of the PFM is of rank one. If the converged solution has a
rank higher than one, we determine that a rank-one solu-
tion is not feasible for z* and perform the bisection tech-

nique [16,22]. For a given interval [/, u], we set 7 = H'T" as
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the midpoint of the interval and solve the following convex
feasibility problem using SeDuMi [19] and Yalmip [20]:

find W
s.t. tr(A(0y,9)W)=7, W=>0,
w(A@.QW)<p. V(0.0)ES, ®)
tr(W) <P, for OPC,
W, <P;, Ym, forIPC.

If (8) is infeasible, we update u = 7. If (8) is feasible and
the solution is of rank one, we update [ = 7. If the rank of the
solution is higher than one, we perform the PFM method de-
scribed above to determine if a rank-one solution is available
or not. If the PFM provides a rank-one solution, we update
[ = 7. Otherwise, u = 7 is chosen. For the updated interval,
we repeat the above process until the interval is sufficiently
small (meaning u — [ < €, where ¢, is the desired accuracy).
When the above bisection process is terminated, we obtain
a rank-one solution for W, and the maximum eigenvalue
and corresponding eigenvector of the solution are used for
our excitation vector. Note that the bisection technique re-
quires an initial interval, which was set to [0, 7*]in this study.
Because the interval is halved at each iteration, the bisection
technique converges after [log, (t*/e,)] iterations [23].

4 | NUMERICAL EVALUATION

In this section, we present numerical applications of the pro-
posed scheme. Consider a planar array consisting of M x M
isotropic elements (M = M?). Although the proposed scheme
can be used for arbitrary antenna spacing, we assume that
each element is uniformly spaced at half-wavelength intervals
in a two-dimensional grid for simplicity. We also assume that
8,00, 9) = 1/\/M for all € and ¢ [8]. For numerical imple-
mentation, we approximate the constraint tr(A(6, p)W) < p
for all (0, ) € Sin (4) as

forpe{l,2,...,Ny} andg€e (1,2, ...,Nq,},

where (6,,, ¢,) denotes one of NyN,, sample points in the un-
desired region S [9]. For the following analysis, we fixed the
desired direction as (i, vy) = (0,0).

To validate the proposed scheme, we present numerical
results for antenna pattern nulling with an IPC. Consider
the null region to be a circle in the u —v domain de-
fined by S;={(0.9):(u—u)*+ (v—v)* <R}, where
(4;,v;) and R; are the center and radius of the circle for the
ith null region, respectively. We first consider two null re-
gions with (u;,v;) =(0.5,0.5), (u,,v,) =(—-0.5,-0.5),
and R, = R, = 0.2. Next, the undesired region S in the pro-
posed scheme is set to S, U S,. Furthermore, we set M = 10,
p=-80 dB, and P, = 0.01. Under the above settings, we
evaluated the response levels of the proposed scheme and

the conventional scheme from [13]. For comparison, we also
evaluated the response levels obtained by the MATLAB sub-
routine “fmincon” [24,25].

Figures 1A, 1B and 1C presents the response levels of the
conventional scheme, fmincon scheme, and proposed scheme, re-
spectively. Note that the interiors of the white circles in the figures
denote the null regions. It is worth noting that when the solution
of (5) was not of rank one, the authors of [13] simply used the
maximum eigenvalue and corresponding eigenvector of the solu-
tion of (5). Therefore, it cannot be guaranteed that the generated
excitation vector is optimal and satisfies the undesired-region re-
sponse level constraint [17]. From Figure 1A, we found that the
response level to the desired direction achieved by the conven-
tional scheme is —2.05 dB, whereas the maximum response level
within S is —73.18 dB, meaning the undesired-region response
level constraint of —80 dB was not achieved. Note that the pro-
posed scheme exploits the bisection technique with the PEM to
handle the additional rank one constraint. From Figure 1C, we
found that the response level to the desired direction obtained by
the proposed scheme is —2.93 dB, whereas the response level
within S is suppressed to less than —80.00 dB. It is clear that the
proposed scheme using the bisection technique and PFM is effec-
tive for handling the additional rank one constraint. From Figure
1B, we also found that the fmincon scheme suppresses the re-
sponse level in the undesired region to less than —80 dB and pro-
vides a —2.97-dB response level to the desired direction. These
results are comparable to those of the proposed scheme.

The above observations are confirmed by Figure 2, which
presents magnified views of Figure 1 A-C at the null region with
a center at (0.5, 0.5). In Figure 2A, response levels over —80 dB
are observed inside the white circle for the conventional scheme,
whereas the fmincon scheme and proposed scheme suppress
the response levels in the null region to less than —80 dB, as
shown in Figures 2B and 2C. Another important performance
metric is the ratio between the response level to the desired
direction and the maximum response level in the undesired
region. This ratio for the conventional scheme is 71.13 dB,
whereas the proposed scheme achieves a ratio of 77.07 dB. This
observation confirms the superiority of the proposed scheme
compared to the conventional scheme. It is noteworthy that the
fmincon scheme achieves a ratio of 77.03 dB. Overall, the fmin-
con scheme was found to provide comparable performance to
the proposed scheme for array pattern nulling problems with
an IPC. However, the next set of results demonstrate that the
proposed scheme is superior to the fmincon scheme.

We now focus on the sidelobe suppression problem with
an OPC to maximize the response level to the desired direc-
tion and suppress the response levels in the sidelobe region
to less than a given threshold. The sidelobe region is defined
by the exterior of a circle centered at (i, v,) with a radius R
S = {0, 9); (u — uy)* + (v — vy)> > R?}), which was set as
the undesired region for the proposed scheme. Figure 3 com-
pares the response levels achieved by the conventional scheme,
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FIGURE 2  Magnified versions of Figure 1 at the null region
with a center at (0.5, 0.5). (A) Response level of the conventional
scheme. (B) Response level of the fmincon scheme. (C) Response level
of the proposed scheme
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FIGURE 3  Array response levels for sidelobe suppression
with an OPC when M = 8 and p = —20 dB. (A) Response level of the
conventional scheme. (B) Response level of the fmincon scheme. (C)
Response level of the proposed scheme
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Comparison of array response levels as a function

fmincon scheme, and the proposed scheme. Here, we set M =8,
p=-20dB, R=0.2, and P = 1. The exterior of the black cir-
cle denotes the sidelobe region. Although it was found that the
maximum response level in the sidelobe region was —20 dB for
all schemes, we observed that the pattern of the response levels
in the u — v domain achieved by the proposed scheme is sig-
nificantly different from those obtained by the other schemes.
To clarify this difference, we present the response levels as a
function of # when v = u in Figure 4. One can see that while the
response levels of the proposed scheme and other schemes to
the desired direction are very similar, the response levels of the
proposed scheme in the sidelobe region are significantly lower
than those of the other schemes. This observation confirms that
the proposed scheme is superior to the conventional and fmincon
schemes.

S | CONCLUSION

In this paper, an array pattern synthesis method using SDP was
considered under power consumption constraints, namely the
OPC and IPC, for exciting an antenna array. Because the rank-
one constraint must be resolved when an array pattern synthe-
sis problem is formulated as an SDP problem, we proposed
using the bisection technique and PFM to overcome this issue.
We presented numerical applications to array pattern nulling
and sidelobe suppression problems to verify that the proposed
scheme outperforms conventional schemes.
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