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[Abstract]

Recently, the invasion of privacy in medical information has been issued following the interest in the secondary use of mass medical information. The mass medical information is very useful information that can be used in various fields such as disease research and prevention. However, due to privacy laws such as the Privacy Act and Medical Law, this information, including patients' or health professionals' personal information, is difficult to utilize as a secondary use of mass information. To do these problem, various methods such as k-anonymity, l-diversity and differential-privacy that can be utilized while protecting privacy have been developed and utilized in this field. In this paper, we discuss the differential privacy processing of the various methods that have been studied so far, and discuss the problems of differential privacy using Laplace noise and the previously proposed differential privacy. Finally, we propose a new scheme to solve the existing problem by adding a 1-bit status field to the last column of a given data set to confirm the response to queries from analysts.
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[요 약]

최근 의료분야에서 대용량 의료정보의 이차적인 활용에 관심이 대두되고 있다. 대용량 의료정보의 경우 질병에 대한 연구나 예방 등에 활용되어 의료분야의 발전에 기여할 수 있는 유용한 정보이다. 그러나 개인정보보호법이란 의료법 등으로 인해, 의료정보는 환자나 의료진 등의 개인정보를 포함하고 있기 때문에 이차적인 활용에 많은 제한이 발생한다. 이러한 문제를 해결하기 위해 현재까지 k-익명성[1], l-다양성[2], 그리고 자본 프라이버시[3] 등 다양한 방법들이 제안되어 왔다. 본 논문에서는 지금까지 연구된 다양한 방법들 중 라플라스 노이즈를 이용한 그리고 이전에 제안된 자본 프라이버시 방법들의 문제점들에 대해 논의해보고자 한다. 꼭으로 우리는 분석가들이 로부터의 질문에 대한 응답을 확인하기 위해 주어진 데이터 집합의 마지막 열에 1 비트의 상태 필드를 추가하여 기존의 문제점을 해결하는 새로운 방법에 대해 제안해 보고자 한다.
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I. Introduction

Recently, attention to the secondary utilization of mass medical information has been focused on the medical field. In the case of mass medical information, it is useful information because it contributes to the development of the medical field by being utilized for research and the prevention of diseases. However, in spite of this advantage, since medical information includes the personal information of the patient or the medical staff, there are many restrictions on the secondary utilization. To solve this problem, various methods such as $k$-anonymity[1], $l$-diversity[2], and differential privacy[3] have been proposed. However, since privacy and the use of medical information are an antinomy relation, previous methods do not fully protect privacy. In this regard, a new protocol has been proposed that improves the safety and efficiency of the differential privacy scheme, which is well known as a de-identification privacy model, in a paper [4] published by Kim et al. However, in the case of the previously proposed method[4], there is an advantage that it is possible to prevent the conspiracy for the number of $K$ and usability of the data, but there are disadvantages including the pre-distribution according to the use of the secret sharing technique, the symmetric encryption-decryption process, update to shared secret key and a calculation process of finding secret information $S$ through Lagrange interpolation[5] is additionally generated, which results in a deterioration in efficiency. In this paper, we would like to solve this drawback by adding a 1-bit tag field, which is a status field, to the last column of a given dataset in the privacy guard database. At this time, the tag field performs the role of checking whether all records containing individual patient medical information in the requested data set from the analysts are responded / provided.

In Section II of this paper, we will discuss existing differential privacy methods and their problems as related research. In Section III, we propose a new method to improve these problems and analyze the safety, and then we describe the conclusion and future direction of the research in Section IV.

II. Related works

1. Differential privacy method[3]

First, the processing procedure of differential privacy in the general environment of online interactive[6] is as follows (see Fig. 1).

![Fig. 1. Differential Privacy Process](image)

**[Step 1: Query]** The analyst asks the intermediary software called the differential privacy guard for a query

**[Step 2: Evaluate Query]** The differential privacy guard uses a special algorithm to evaluate the degree of privacy impact of the requested query.

**[Step 3: Receive Query Result]** The differential privacy guard receives the response based on the undistorted data ([Step 3-2] in [Fig. 1]) by transmitting the query to the database containing various kinds of medical information, including personal information ([Step 3-1] in [Fig. 1]).

**[Step 4: Noisy Response]** The differential privacy guard adds an appropriate amount of noise due to the privacy effect. In other words, to protect the
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2. Problems of existing differential privacy methods using laplace noise

R. Sarathy and K. Muralidhar[7] pointed out the problem of the Laplace noise method[8], which is one of the methods of implementing differential privacy, and proposed a solution to this problem. In the paper [7], the implementation of differential privacy using Laplace noise is based on the assumption that if the attacker knows all other data except one data (assuming that 49 different data out of 50 are known in the paper [7]), and in the worst case, the degree of privacy is lowered by \(1/q\) per \(q\)-th query for each query, the problem that the differential privacy is not satisfied as the query is repeated is generated. For example, suppose a database has a total of 50 data. Let’s say that one data that the attacker does not know is \(\alpha\), the remaining 49 data that are already known are \(\beta_i\) \((1 \leq i \leq 49)\), and the noise value is \(y_i\) \((1 \leq i \leq 49)\). The attacker requests the query of \(\alpha + \beta_i\) using \(\beta_i\) and subtracts \(\beta_i\) from the query result as much as the number of \(i\) to obtain each \(\alpha + y_i\) value (e.g. if \(i = 1\), the query result is \(\alpha + \beta_1 + y_1\), and the attacker obtains \(\alpha + y_1\) by subtracting the value of \(\beta_1\) from the resultant value), so that it is possible to estimate \(\alpha\) using the averaging of the values.

This is a problem that occurs when the amount of noise obtained by substituting into the equation (1) for obtaining the Laplace noise value using a random number value between 0 and 1 is insignificant enough to be negligible (assume as \(\mu = 0, b = \Delta f/\varepsilon = 1\)). Taking advantage of this problem, the attacker can estimate the information about the target that the attacker is aiming at.

\[
X = \mu - b \text{sgn}(U) [1 - 2|U|] \quad (1)
\]

As a solution to the above-mentioned problem, the solution presented in the paper [7] is that we
propose a method to satisfy the differential privacy if the analyst (assuming a malicious attacker here) requests a series of queries, it applies $q$ times noise to each $q$-th query by canceling the privacy, which is reduced by $1/q$ times for each $q$-th. The solution through this method is lowered in usability because the amount of noise is increased by $q$ times so that too much noise is applied. In other words, we cannot actually utilize the value obtained from the result of the requested query. [Table 1] is an example made to show the problem described above. In [Table 1], $x$ is an arbitrary real number between 0 and 1, $y_i$ is a noise value generated according to a random number (arbitrary real number between 0 and 1), $R_i$ is a value obtained by adding a noise value ($y_i$) to $x_i + x_i$ and the estimated value of $x_i$ is a value obtained by performing $R_i - x_i$. In this case, it can be seen that the average value of the $x_i$ estimated values can be estimated as the approximate value of $x_i$ (that is, the average value 0.933198 of the $x_i$ estimated value column and the value 0.96302 of $x_i$ are similar values).


The differential privacy method using the secret sharing scheme suggested by Shamir[9] solved the problem that the result of the averaging of the $x_i$ estimated values described in Section II.2 can be estimated as the approximate value of $x_i$. The protocol for this technique is as follows (See [Fig. 2]).

[Preliminary step: pre-computation] In order to prevent conspiracy among various differential privacy analysts, $n$ number of distributed secret information (referred as $s_1, s_2, ..., s_n$) for the privacy guard and the shared secret key $S$ among the analysts is generated using the $(k, n)$ secret sharing technique and distributed to the $n$ differential privacy analysts (referred to as $A_1, A_2, ..., A_n$).

[Step 1: Send Query] Analyst $A_i$ asks the intermediary software called the differential privacy guard for a query.

[Step 2: Evaluate Query] The differential privacy guard uses a special algorithm to evaluate the degree of privacy impact of the requested query.

[Step 3: Receive Query Result] The differential
privacy guard receives the response based on the undistorted data ([Step 3-2] in [Fig. 2]) by transmitting the query to the database containing a variety of medical information, including personal information ([Step 3-1] in [Fig. 2]).

[Step 4: Add Noise for Result] The differential privacy guard adds an appropriate amount of noise according to the privacy effect on the result of the query received from the database. That is, it creates inaccurate results with added noise to protect the confidentiality of personal information in the database.

[Step 5: Encrypt Response] For the query requested by the analyst Ai, the noise-clipped result in [Step 4] is encrypted with a symmetric encryption algorithm such as AES[10] using the secret key $S$ generated in the preliminary step ([Step 5-1] in [Fig. 2]). The differential privacy guard designates $k-1$ arbitrarily in $n$ number of analysts who have the distributed secret generated in the [Preliminary step]. After that, the encrypted results are sent to the corresponding differential privacy analyst $A_i$ who requested the query in [Step 1], along with a list of $k-1$ differential privacy analysts assigned ([Step 5-2] in Fig. 2). The differential privacy guard designates $k-1$ arbitrarily in $n$ number of analysts who have the distributed secret generated in the [Preliminary step]. After that, the encrypted results are sent to the corresponding differential privacy analyst $A_i$ who requested the query in [Step 1], along with a list of $k-1$ differential privacy analysts assigned ([Step 5-2] in Fig. 2).

[Step 6: Decryption Response] The analyst $A_i$ who has received the result sends the encrypted result and his/her distributed secret to the privacy guard ([Step 6-1] in [Fig. 2]) and transmits the distributed secret of $k-1$ analysts corresponding to the list of differential privacy analysts specified in [Step 5] to the privacy guard ([Step 6-2] in [Fig. 2]). Then, the privacy guard calculates the secret information $S$ using the Lagrange interpolation[5] and then decrypts the encrypted result using the symmetric encryption algorithm such as AES[10] ([Step 6-3] in [Fig. 2]). Then, the final result is sent to analyst $A_i$ who has transmitted the encrypted result ([Step 6-4] in [Fig. 2]). At this time, the designation of $k-1$ differential privacy analysts except for the analyst $A_i$ is arbitrary, but when the designation of $k-1$ is made to all $n$ persons at least once, the secret key $S$ generated by the privacy guard may be exposed to the differential privacy analysts, so the secret key $S$ must be updated by performing the aforementioned preliminary steps again.

However, compared with the method proposed in Section II.2, the proposed secret distribution technique[4] has the advantage of data usability and preventing conspiracy against the $k$ persons, but because of the pre-distribution, the process of symmetric encryption and decryption, updating the shared secret key and the calculation process of finding the secret information $S$ through the Lagrange interpolation method[5] are additionally incurred, the efficiency is deteriorated. In this paper, we try to solve this drawback by adding a 1-bit tag field, which is a status field, in the last column of a given dataset in the privacy guard’s database to be able to know whether requested records by analysts were responded / given.

### III. The proposed Scheme

In this paper, we propose a method to add a 1-bit tag field, which is a status field, to the last column of a given dataset in the privacy guard database to solve the problems of the methods proposed in Sections II.2 and II.3. At this time, the tag field performs the role of checking whether or not there was a response (provision) of all $m$ records, including individual patient medical information in the requested data set from the analysts. The problem with the method presented in Section II.2 is that if the $m-1$ of record information among $m$ records is provided to at least $n$ of analysts, the remaining one piece of information can be found through conspiracy. Therefore, we would like to check whether up to $m-2$ records of the total $m$ records are provided to the analysts through the tag field. If it is provided, we intend to prevent the conspiracy against analysts by updating the noise addition process (corresponding to [Step 4] in Section II.3). This is because R. Sarathy and K. Muralidhar[7] have already demonstrated the problem in Section II.2 when a maximum of $m-1$ records are provided. In
fact, the privacy guard will be able to provide the analysts with records within a range of at least 1 to a maximum of $m-2$ of all $m$ records. Of course, the smaller the number of records provided in terms of personal information protection, the safer it is. Therefore, it is left to the policy choice of the relevant institution about the number of records of the data set to be provided to the analyst by the privacy guard in this paper and it will not be discussed in this paper.

[Table 2], [Table 3] shows two examples of de-identifying data sets. At this time, Data set 2 is assumed to be the data requested to analyst $B$ since Data set 1 was provided to analyst $A$. Data set 1 contains data for patients $A$, $C$, $D$, $E$ and $F$ and Data set 2 contains data for patients $A$, $B$, $C$, $G$ and $H$. In the second requested Data set 2, the tag field of patients $A$ and $C$ has been changed to 1. At this time, if the value of the tag field is 1 among the entire records, it can be known that the record is requested by the analyst at least once.

The proposed method in this paper improves the differential privacy procedure[4] in Section II.4 and the detailed procedure is as follows (see [Table 4] [Fig. 3] and [Fig. 4]).

---

**Table 2. Examples of De-identification Data Set 1**

<table>
<thead>
<tr>
<th>Name</th>
<th>Sex</th>
<th>Code type</th>
<th>Code Format</th>
<th>Type of insurer</th>
<th>Tag</th>
</tr>
</thead>
<tbody>
<tr>
<td>Patient A</td>
<td>2</td>
<td>11</td>
<td>021</td>
<td>4</td>
<td>0</td>
</tr>
<tr>
<td>Patient C</td>
<td>1</td>
<td>28</td>
<td>201</td>
<td>9</td>
<td>0</td>
</tr>
<tr>
<td>Patient D</td>
<td>1</td>
<td>81</td>
<td>071</td>
<td>4</td>
<td>1</td>
</tr>
<tr>
<td>Patient E</td>
<td>2</td>
<td>11</td>
<td>041</td>
<td>4</td>
<td>1</td>
</tr>
<tr>
<td>Patient F</td>
<td>2</td>
<td>11</td>
<td>131</td>
<td>7</td>
<td>0</td>
</tr>
</tbody>
</table>

**Table 3. Examples of De-identification Data Set 2**

<table>
<thead>
<tr>
<th>Name</th>
<th>Sex</th>
<th>Code type</th>
<th>Code Format</th>
<th>Type of insurer</th>
<th>Tag</th>
</tr>
</thead>
<tbody>
<tr>
<td>Patient A</td>
<td>2</td>
<td>11</td>
<td>021</td>
<td>4</td>
<td>1</td>
</tr>
<tr>
<td>Patient B</td>
<td>1</td>
<td>81</td>
<td>071</td>
<td>4</td>
<td>1</td>
</tr>
<tr>
<td>Patient C</td>
<td>1</td>
<td>28</td>
<td>201</td>
<td>9</td>
<td>1</td>
</tr>
<tr>
<td>Patient G</td>
<td>2</td>
<td>71</td>
<td>071</td>
<td>4</td>
<td>1</td>
</tr>
<tr>
<td>Patient H</td>
<td>2</td>
<td>61</td>
<td>061</td>
<td>5</td>
<td>0</td>
</tr>
</tbody>
</table>

**Table 4. Notation**

<table>
<thead>
<tr>
<th>Acronyms</th>
<th>Contents</th>
</tr>
</thead>
<tbody>
<tr>
<td>$m$</td>
<td>As the integer value, it is the total number of records in the dataset in the database and the initial value is zero.</td>
</tr>
<tr>
<td>$k$</td>
<td>As an integer value, the threshold value, the initial value is 0, used for determining whether to add a new noise or not is arbitrarily determined by the user within the range of minimum 1 to maximum $m-2$ according to the security policy.</td>
</tr>
<tr>
<td>$c$</td>
<td>As an integer value, it is the number of records with the tag field set to 1 out of all $m$ records and the initial value is 0.</td>
</tr>
</tbody>
</table>
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**Fig. 4. The Proposed Scheme**

**[Preliminary step]** Add the whole data set in the database, that is, the one-bit tag field that is the status field in the end column of the table. At this time, the value of the tag field is 0 or 1 and the initial value is 0.

**[Step 1: Send Query]** Analyst $A_i$ asks the intermediary software called the differential privacy guard for a query.

**[Step 2: Evaluate Query]** The differential privacy guard uses a special algorithm to evaluate the degree of privacy impact of the requested query.

**[Step 3: Request Query Data]** The differential privacy guard transmits a query to a database containing a variety of medical information, including personal information.

**[Step 4: Set Tag]** Set the tag field value of all requested records ($c$) among all records ($m$) in the database to 1.

**[Step 5: Receive Query Result]** The database transmits a response based on undistorted data to the privacy guard.

**[Step 6: Add Noise for Result]** The differential privacy guard adds an appropriate amount of noise according to the privacy effect on the result of the query received from the database.

**[Step 7: Update Noise for Result]** If the value $c$ is less than or equal to the predetermined threshold value $k$, this step is not performed and the process moves to [step 9] immediately. Otherwise, if the value $c$ is greater than the value $k$, the differential privacy guard updates the noise because there is a risk of conspiracy between analysts.

**[Step 8: Update Tag Value]** Initialize the tag field stored in the database to 0, and update the tag fields to 1 for the currently requested records.

**[Step 9: Receive Noisy Response]** The differential privacy guard delivers the de-identifying data with added noise to the analyst.

1. **Security analysis to the proposed scheme**

   [Table 5] compared privacy (safety), usability, preventing conspiracy and effectiveness (performance) in Dwork[3], R. Sarathy et al.[7], Kim et al.[4] and newly suggested method in this paper. First, in terms of privacy and the safety perspective of personal information, the method proposed by Dwork[3] and R. Sarathy et al.[7] basically uses differential privacy to ensure its safety. However, in
the case of the method proposed by Dwork[3], the problem described in Section II.3 exists. In addition, Kim et al.[4] and the method proposed in this paper accept the method of Dwork[3] as it is, which basically satisfies differential privacy, and since the proposed method in this paper applies new noise periodically, the privacy is assured. Secondly, the proposed method of Dwork[3] in terms of usability perspective is superior in terms of usability because a small amount of noise due to Laplace noise is applied; however, there is also the same problem as described in Section II.3. In addition, the method proposed by R. Sarathy et al.[7] uses a method of adjusting the amount of noise to improve the problem of Laplace noise. In this case, there is safety in that the amount of noise is greatly increased but there is a big difference between the actual data, it is useless. However, unlike the method proposed by R. Sarathy et al.[7], the new method proposed in this paper updates the noise periodically according to the threshold $k$ determined by the security policy of the hospital and each institution, so the safety is assured as well as the usability. Thirdly, the proposed method by Dwork[3] and R. Sarathy et al.[7] did not consider the conspiracy of analysts in terms of preventing conspiracy, but Kim et al.[4] is able to prevent the conspiracy by using the secret sharing technique as described in section II.4. However, the method proposed in this paper can prevent the conspiracy because it cannot be utilized or compared with the previous data as the records of the data set in the whole DB update the new noise to the analysts when it exceeds the value $k$.

Finally, in terms of efficiency, unlike the method proposed by Dwork[3] and R. Sarathy et al.[7], there is some overhead in adding and verifying tags in each record in the data set, but it is considered to be negligible in terms of overall performance. For the method suggested by Kim et al.[4], as shown in [Table 6], because of the additional computation process to find out the secret information $S$ through the pre-distribution by using the secret distribution technique, each process of symmetric encryption and decryption, each process of encryption and final output transmission, updating the shared secret key and the Lagrange interpolation[5] is added, the efficiency is deteriorated. However, the existing secret distribution technique is not used and the tag field is added to the last column of the given data set once, the tag update is performed twice when data is provided to the analyst, and the noise update is performed once to prevent conspiracy in the proposed method: therefore, it maintains the existing advantages and the efficiency is drastically improved.

### IV. Conclusion and Future Works

#### Table 5. Security Comparison of The Proposed Scheme

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Safety</td>
<td>△</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Usability</td>
<td>0</td>
<td>X</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Preventing conspiracy</td>
<td>X</td>
<td>△</td>
<td>△</td>
<td>0</td>
</tr>
<tr>
<td>Performance</td>
<td>0</td>
<td>0</td>
<td>△</td>
<td>0</td>
</tr>
</tbody>
</table>

#### Table 6. Effective Comparison of The Proposed Scheme

<table>
<thead>
<tr>
<th>Preliminary step</th>
<th>Previously proposed protocol</th>
<th>Newly proposed method</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pre-distribution to the shared secret key $S$</td>
<td>Add tag to the last column of records in the DB</td>
<td></td>
</tr>
<tr>
<td>Step 4</td>
<td>Tag update once</td>
<td></td>
</tr>
<tr>
<td>Step 5</td>
<td>AES symmetric encryption once Encrypted result transmission once</td>
<td></td>
</tr>
<tr>
<td>Step 6</td>
<td>Lagrange interpolation once AES symmetric decoding once Final result transmission once Update to shared secret key</td>
<td></td>
</tr>
<tr>
<td>Step 7</td>
<td>Noise update once</td>
<td></td>
</tr>
<tr>
<td>Step 8</td>
<td>Tag update once</td>
<td></td>
</tr>
<tr>
<td>Number of transmissio ns</td>
<td>8 times</td>
<td>6 times</td>
</tr>
</tbody>
</table>
Large-scale medical information has many advantages for the development of the medical field and for the prevention of diseases. However, besides these advantages, large-scale medical information contains a lot of personal information, so there are many restrictions on its use. To overcome these drawbacks, various non-identification methods such as $k$-anonymity, $l$-diversity and differential privacy have been developed and utilized. In this paper, we have discussed the processing of differential privacy, the use of Laplace noise, and the problems mentioned by R. Sarathy et al.[7] and Kim et al.[4]. In addition, we proposed a new solution to update the noise by adding a one-bit tag field, which is a status field, to the last column of a given dataset and setting the threshold $k$. The proposed method theoretically proves to be better than the existing methods, not only in terms of privacy, but also in terms of preventing conspiracy and efficiency through [Table 5] and [Table 6].

We will prove the results through experiments for the proposed method in our future research.
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