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Abstract

The explosive growth of data traffic and services has created cost challenges for networks. Studies have attempted to effectively

apply network slicing in fifth generation networks to provide high speed, low latency, and various compatible services.

However, in network slicing using mixed-integer linear programming, the operation count increases exponentially with the

number of physical servers and virtual network functions (VNFs) to be allocated. Therefore, we propose an efficient slice

allocation method based on cluster technology, comprising the following three steps: i) clustering physical servers; ii) selecting

an appropriate cluster to allocate a VNF; iii) selecting an appropriate physical server for VNF allocation. Solver runtimes of the

existing and proposed methods are compared, under similar settings, with respect to intra-slice isolation. The results show that

solver runtime decreases, by approximately 30% on average, with an increase in the number of physical servers within the

cluster in the presence of intra-slice isolation.

Index Terms: 5G Core Networks, Cluster Technology, Slice Allocation, Network Functions, Virtual Network Functions

I. INTRODUCTION

The smart revolution has led to the widespread use of

mobile-based high-definition video and audio multimedia

services through smart devices, and the emergence of the

Internet of Things, a core technology in the fourth industrial

revolution. These have induced an exponential growth of

mobile network traffic owing to the deployment of multiple

small sensors that provide a wide variety of information,

such as on temperature and humidity [1]. Such an explosive

growth is detrimental, leading to loss of efficiency and over-

loaded existing networks. These challenges prevent the exist-

ing networks from achieving ultra-low latency, ultra-high

speed, and hyperconnectivity, which are required by next

generation technologies, eventually prompting the emergence

of fifth generation (5G) networks.

The 5G networks [2-3] are expected to efficiently handle the

tremendous growth in data traffic caused by a wide variety of

devices. Furthermore, with 5G networks, which can offer a

peak data rate of 20 Gbps and a latency of 0.001 ms, innova-

tive services using various devices are expected to emerge in

different fields, apart from smart device-enabled services.

Moreover, 5G networks have attracted attention because effec-

tive service customization can be achieved through software-

defined networking (SDN) [4] and network function virtual-

ization (NFV) [5]. Unlike the existing networks, which only

serve conventional smart devices, 5G networks are expected

to have broader service coverage and include a wider array of

devices; thus, they must establish network functions that are

suitable for the corresponding services. However, creating dif-

ferent network functions not only incurs high costs but also

lowers network efficiency. Consequently, this has drawn atten-

tion toward network slicing with SDN and NFV. Network slic-

ing is a technology that utilizes network virtualization to

  

https://orcid.org/0000-0002-0131-5536
https://orcid.org/0000-0002-5489-6792


J. lnf. Commun. Converg. Eng. 17(3): 185-190, Sep. 2019 

https://doi.org/10.6109/jicce.2019.17.3.185 186

divide a physical network into multiple virtual networks and

allocate a network function (NF) suitable for the required ser-

vice, aiming at providing appropriate services [6]. Network

slicing helps in reducing capital expenditures. This can be

attributed to its cost-effective network architecture, ability to

provide prompt services without constructing a new physical

network when introducing a new service, and ability to effi-

ciently utilize physical network resources. Several studies

have been conducted to achieve efficient virtual network func-

tion (VNF) allocation through network slicing [7-10]. More-

over, Dietrich et al. [11] and Sattar et al. [12] proposed an

efficient network slicing method based on mixed integer linear

programming (MILP). Dietrich et al. proposed an approach

focusing on effective NFV allocation in long-term evolution

(LTE) core networks, and Sattar et al. adjusted this proposed

method to fit the 5G core networks. However, in both the

methods, the operation count increases exponentially with an

increase in the number of physical servers and NFs/VNFs to

be allocated when selecting a physical server based on the

MILP formulation. 

Therefore, this paper proposes an efficient method of allo-

cating network slices using cluster technology. Cluster tech-

nology employed during server selection helps in reducing

the number of physical servers that are calculated using the

MILP formulation. Firstly, the physical servers are clustered

within the constraints so that an appropriate cluster can be

located when receiving a request for VNF allocation. Subse-

quently, MILP formulation is performed on the physical

servers within the previously identified clusters to select an

appropriate physical server for VNF allocation.

The rest of the paper is organized as follows: Section II

describes the system model using cluster technology and its

application. Section III compares the measured solver run-

times between the existing and proposed methods in a 5G

core network to demonstrate the efficiency of the proposed

method. Section IV presents the conclusions.

II. SYSTEM MODEL AND METHODS

This paper extends the works of Dietrich et al. and Sattar

et al., and proposes a novel method to reduce the processing

time for slice allocation by using cluster technology in 5G

core networks. The proposed method is designed as follows:

1)Cluster technology is applied to the physical servers.

2)An appropriate cluster is selected using the proposed

formulation.

3)The most appropriate server within the chosen clusters

is selected.

A. Cluster Configuration

To apply the proposed method in 5G core networks, firstly,

cluster technology must be applied to the physical servers. A

cluster comprises a cluster leader and members, where the

cluster leader satisfies the following conditions: 

• The cluster leader and members are well connected.

• The maximum number of hops from the cluster leader to

any member is two.

• The cluster leader can store the status information of the

members.

The hop limit constraint is applied because distance affects

physical link delay. If the distance exceeds two hops, the

physical server might exit its home subnet. By limiting the

maximum hop distance to two, the impact on the physical

link delay of other clusters can be minimized. Additionally,

the cluster leader identifies cluster availability for VNF allo-

cation based on member status information, whenever a slice

request for a new VNF occurs.

B. Cluster Selection

Once cluster configuration is completed for all the physi-

cal servers, each cluster leader must determine the average

CPU utilization (Un) for all the servers ( ) present in the

n-th cluster. Un denotes the average CPU utilization for 

and is obtained using Equation (1).

. (1)

According to Dietrich et al. and Sattar et al., the number

of VNFs that can be allocated to a single physical server is

determined by intra-slice isolation (Krel). Before assigning

VNFi, a check needs to be performed to see if it can be actu-

ally assigned to server m. Equation (2) provides the ratio of

servers in the n-th cluster that can allocate a VNFi. The

parameter γ i
m prevents the mapping of infeasible VNF/server

combinations (γ i
m ∈{1, ∞}).

. (2)

Thus, when assigning a new VNFi, the cluster leader

acquires the status value (Cn) of the cluster, which is

obtained from the product of the computing demand value

(gi), average utilization for servers within the cluster, and

percentage of servers without VNFi allocation (Pγ). Cn can

be obtained using Equation (3). Each time a new VNF allo-

cation request is generated, the requested VNF is allocated to

the cluster with the smallest Cn.
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C. Server Selection

Once the cluster for a new VNF allocation has been cho-

sen, the most appropriate server within the cluster is selected.

A suitable server for VNF allocation can be selected using

the MILP formulation proposed by Sattar et al. as follows:

, (4)

, (5)

, (6)

. (7)

Unlike the method proposed by Sattar et al., the target

servers of the objective function shown in Equation (4) and

constraints shown in Equations (5)-(7) are limited to the

clusters selected in the 2-B (Cluster Selection) process. The

objective function from Equation (4) is allocated to the

server with the least utilization and delay among the servers

in the selected cluster. The formulation proposed in this

paper differs from that of previous studies in terms of the

scope of operation in the first term. Dietrich et al. and Sattar

et al. established the MILP formulation with all the physical

servers as target servers to identify the least utilized server.

In contrast, this study uses a cluster as a unit for the target

servers, which in turn, decreases the operation count for the

MILP formulation.

Moreover, in the second term, the formula for Luv pro-

posed by Sattar et al., which considers the minimum delay

path, is modified. Luv,init (initial delay assigned to the link

(u, v) ∈ ECS) value is identical owing to the hop limit (two

hops) set during cluster configuration. Therefore, Luv can be

computed using Equation (8), where Luv,init is removed from

the existing Luv formula. 

(8)

Similar to the existing method, constraint in Equation (5)

represents the maximum number of NFs (Krel) that can be

allocated to a single server in a cluster through intra-slice

isolation. The constraints in Equations (6) and (7) emphasize

that the remaining computing and bandwidth capacity of the

servers and links in the cluster are greater than the comput-

ing demand and bandwidth capacity, respectively, when allo-

cating VNFi. Table 1 summarizes the notations used in the

proposed method.

III. SIMULATION AND RESULTS

To evaluate the proposed method, a 5G core network with

slicing requests was implemented in Java with i5-4670 CPU

and 8.0 GB RAM, and CPLEX 12.9.0 was used as the MILP

solver. Further, the MILP formulation by Sattar et al., which

considers intra-slice isolation, was compared with the pro-

posed method and analyzed under simulation settings. Fig. 1

depicts the simulation architecture, and Table 2 lists the sim-

ulation parameters.

In the simulation architecture, the link bandwidth was set

to 20 Gbps between data center switches, 10 Gbps between

aggregation switches, 1 Gbps between aggregation and edge

switches, and 250 Mbps between an edge switch and a phys-
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Table 1. Notations used in system model and method

Symbol Description

Un Average of server utilization in the n-th cluster

Cn Status value of the n-th cluster

Pγ Percentage of servers without VNFi allocation in cluster

nV n
CS Number of servers present in the n-th cluster

V n
CS A group of servers present in the n-th cluster

VF The set of VNF elements to be allocated

VCS The set of servers in the selected cluster

EF The set of edges between the allocated VNF elements

ECS The set of edges between the servers in the selected cluster

x i
n Assignment of VNFi to server n

γ
i
n Feasibility indicator of the mapping of VNFi to server n

gi Computing demand of VNFi in GHz

gij Bandwidth demand of edge (i, j) in Mbps

ru Residual capacity of server u in GHz

ru,max Maximum capacity of server u in GHz

ruv Residual capacity of link (u,v) in Mbps

ruv,max Maximum capacity of link (u,v) in Mbps

f ijuv Amount of bandwidth assigned to link (u,v) for edge (i,j) in Mbps

Luv Physical link delay

Fig. 1. Simulation architecture



J. lnf. Commun. Converg. Eng. 17(3): 185-190, Sep. 2019 

https://doi.org/10.6109/jicce.2019.17.3.185 188

ical server.

Additionally, Fig. 2 depicts the simulation algorithm. Prior

to optimal server selection, cluster technology is applied to

100 physical servers and the cluster status value (Cn) for

each cluster is computed. Subsequently, an optimal server,

with the smallest Cn, is selected by using the MILP formula-

tion. Finally, we assign the VNF to the optimal server.

The simulation was divided into two to measure the solver

runtimes. In the first simulation, intra-slice isolation was not

considered (Krel=1). Here, the solver runtimes using the pro-

posed method were measured while varying the number of

clusters as 1, 2, 4, 10, and 20. The measured runtimes were

compared to those of the existing method. The results

showed that the average solver runtime measured using the

existing method was approximately 109.95 s, which is simi-

lar than that using the proposed method for one cluster

(109.51 s). When the number of clusters was 2 or more, the

average solver runtime of the proposed method sharply

decreased compared to that of the existing method, requiring

approximately 25.33 s, 9.31 s, 3.78 s, and 1.84 s for 2, 4, 10,

and 20 cluster members, respectively. Fig. 3 and Table 3

show the results of the first simulation.

The second simulation considered intra-slice isolation and

allowed the level of isolation to vary from 1 to 10 (Krel = 1–

10). It compared the measured solver runtimes of the exist-

ing and proposed methods while varying the number of clus-

ters (1, 2, 4, 10, and 20) in the proposed method. The results

showed that the solver runtime measured by the existing

method differed from that of the proposed method without

the application of cluster technology (number of clusters =

1) by approximately 20 – 50% depending on the intra-slice

isolation. This indicated that the proposed method had longer

runtimes than the existing method owing to the additional

operations generated by cluster selection, even when the

number of clusters was 1. Furthermore, as the number of

clusters increased, the operation count for MILP formulation

decreased, yielding shorter solver runtimes than the existing

method. However, in the proposed method that relies on

cluster technology, a lower extent of solver runtime reduc-

tion due to intra-slice isolation was observed. In other words,

Table 2. Simulation parameters

Parameters Values

CPU capacity/server 12.0 GHz

Total servers 100

VNF/slice 10

Intra-slice isolation 1-10

Total slice request 100

VNF CPU requests/slice 0.5-2.0 GHz

Bandwidth requests/slice 30-70 Mbps

Fig. 2. Simulation algorithm

Fig. 3. Result of the first simulation without intra-slice isolation

Table 3. Result of the first simulation without intra-slice isolation

Minimum Maximum Average

D. Sattar 90.98 127.71 109.95

P-1 97.14 119.15 109.51

P-2 23.11 26.84 25.33

P-4 7.15 11.29 9.31

P-10 3.32 4.17 3.78

P-20 1.41 2.08 1.84



Efficient Slice Allocation Method using Cluster Technology in Fifth-Generation Core Networks

189 http://jicce.org

if the number of clusters exceeded 2 and the intra-slice isola-

tion level was lower than 4 (Krel ≤ 4), then, the solver run-

time hardly decreased or increased. In contrast, if the

number of clusters exceeded 2 and the intra-slice isolation

level exceeded 5 (Krel ≥ 5), then, an approximately 40%

decrease in solver runtime was observed. Fig. 4 and Table 4

show the results of the second simulation.

IV. DISCUSSION AND CONCLUSIONS

Handling the tremendous growth of data traffic due to var-

ious devices incurs high costs for existing networks. More-

over, with the advent of the fourth industrial revolution,

networks are expected to provide services to a wider array of

devices. This draws focus toward 5G networks, which can

handle the problems that remain unsolved for existing net-

works. The 5G networks can offer effective management

solutions for explosive data traffic growth based on SDN and

NFV. Recently, several extensive studies on 5G network slic-

ing have been conducted, focusing on its benefits such as

ability to handle higher volumes of data traffic compared to

existing networks by utilizing virtualization technologies,

and ability to provide efficient services without incurring

additional costs through customized VNF configurations

customized for the requested service. A study on network

slicing using the existing MILP formulation indicated that

the operation count increases exponentially with an increase

in the number of physical servers and requested VNFs for

allocation. This paper proposes an efficient network slicing

allocation method using cluster technology. The proposed

method shows a reduction in the number of physical servers

employed in the MILP formulation, consequently decreasing

the total operation count. The proposed method comprises

the following three steps: cluster configuration, cluster selec-

tion, and physical server selection. To evaluate the proposed

method, the measured solver runtimes of the existing and

proposed methods, in an identical setting, were compared

depending on the presence or absence of intra-slice isolation.

The results showed that the solver runtime measured by the

proposed method decreased by approximately 30% com-

pared to the existing method. Such differences are due to the

reduced number of physical servers in the proposed method.

When a VNF makes an allocation request, the existing

method performs operations based on the number of physical

servers. In contrast, the proposed method first selects a clus-

ter suitable for allocation based on the status information on

physical servers and consequently decreases the number of

physical servers required to perform the operation. More-

over, if the intra-slicing isolation level exceeds 5, the num-

ber of physical servers decreases; thus, reducing the time

required for an appropriate physical server selection.
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