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Abstract  This study aims to identify good borrowers within the context of P2P lending. P2P lending is 

a growing platform that allows individuals to lend and borrow money from each other. Inherent in any 

loans is credit risk of borrowers and needs to be considered before any lending. Specifically in the 

context of P2P lending, traditional models fall short and thus this study aimed to rectify this as well as 

explore the problem of class imbalances seen within credit risk data sets. This study implemented an 

over-sampling technique known as Synthetic Minority Over-sampling Technique (SMOTE). To test our 

approach, we implemented five benchmarking classifiers such as support vector machines, logistic 

regression, k-nearest neighbor, random forest, and deep neural network. The data sample used was 

retrieved from the publicly available LendingClub dataset. The proposed SMOTE revealed significantly 

improved results in comparison with the benchmarking classifiers. These results should help actors 

engaged within P2P lending to make better informed decisions when selecting potential borrowers 

eliminating the higher risks present in P2P lending. 

Key Words : P2P lending, Predicting borrowers, Credit risk Assessment, Big Data, Classification, Synthetic 

Minority Over-sampling Technique

요  약  본 연구는 P2P 대부 플랫폼에서 우수 대출자를 예측시 유용한 합성 소수집단 오버샘플링 기법을 제안하고 

그 성과를 실증적으로 검증하고자 한다. P2P 대부 관련 우수 대출자를 추정할 때 일어나는 문제점중의 하나는 클래스

간 불균형이 심하여 이를 해결하지 않고서는 우수 대출자 예측이 쉽지 않다는 점이다. 이러한 문제를 해결하기 위하여 

본 연구에서는 SMOTE, 즉 합성 소수집단 오버샘플링 기법을 제안하고 LendingClub 데이터셋에 적용하여 성과를 

검증하였다. 검증결과 SMOTE 방법은 서포트 벡터머신, k-최근접이웃, 로지스틱 회귀, 랜덤 포레스트, 그리고 딥 뉴럴

네트워크 분류기와 비교하여 통계적으로 우수한 성과를 보였다. 

주제어 : P2P 대부, 대출자 예측 신용위험평가, 빅데이터, 분류, 합성 소수집단 오버샘플링 기법

*Corresponding Author : Kun Chang Lee(kunchanglee@gmail.com)

Received June 19 2019 Revised   July 20, 2019

Accepted September 20, 2019 Published September 28, 2019

Journal of Digital Convergence

Vol. 17. No. 9, pp. 71-78, 2019
ISSN 1738-1916

https://doi.org/10.14400/JDC.2019.17.9.071



디지털융복합연구 제17권 제9호72

1. Introduction

Social lending or otherwise known as 

Peer-to-peer (P2P) lending is slowly growing into 

a sizable portion of the lending environment 

thanks to the widespread access of the internet 

[1-3]. Companies such as Prosper, LendingClub 

(LC) and Kiva have allowed individuals to directly 

lend money to other individuals when small 

amounts is necessary for the borrower [4]. Within 

this lending environment, prospective lenders 

can fund listings made by prospective borrowers 

who have to specify the loan amount in order for 

prospective lenders to fulfill these listings [5]. In 

P2P lending, loans are usually uncollateralized 

meaning that lenders usually seek higher returns 

for their lent money as a compensation for the 

financial risk they incur by using these services 

[6]. Compared with traditional methods of 

lending, like in banks, P2P lending allows total 

autonomy to all actors and thus decisions are not 

influenced by any other actor. This makes P2P 

unique in its approach to lending. 

When it comes to assessing the risks of P2P 

lending, an investor can look to traditional 

economic models as well as machine learning 

models [7-8]. Social lenders who interact with 

traditional financial credit score models usually 

do so while relying upon risk assessment models: 

usually externally produced by financial agencies 

[3]. Despite this, prior research has suggested 

that P2P lending works under different dynamics 

when compared to more traditional methods [4] 

and thus these risk assessment models may not 

yield desirable risk assessments [3].

The reasons for why the dynamics differ are as 

follows: (1) P2P lending platforms provide 

considerable amounts of data on borrowers: as 

little is known of borrowers on these P2P 

platforms, lenders can suffer from information 

asymmetry. This is where there is a lack of 

knowledge on the borrower. Companies such as 

LC provide as much data as possible on 

borrowers to promote otherwise blind loaning to 

unknown people. P2P lending is considerably 

more transparent compared to more traditional 

lending institutions [2]. (2) The loaning procedure 

can be imagined as an auction like process. A 

borrower puts up a listing and then lenders bid 

for the loan. The loans that have many bidders 

attract the most attention and can distract from 

other viable loan options on the website [3]. (3) 

Previous studies on P2P loaning have shown that 

the typical types of metrics used in traditional 

loan assessment are not always the best indicators.

When it comes to credit risk assessment, data 

sets inherently have unbalanced classes, with the 

minority class normally representing defaulted or 

written off loans [9]. However, up till now previous 

research studying P2P loans has not looked for 

methods in which to tackle this problem. 

To identify good borrowers within the context 

of P2P lending this paper looks to tackle the 

problem of class imbalances through the 

implementation of an over-sampling technique 

known as Synthetic Minority Over-sampling 

Technique (SMOTE) [10]. To test our approach, 

we have implemented three classifiers (Support 

Vector Machines (SVM), Logistic Regression (LR) 

and K-Nearest Neighbor (kNN)) one ensemble 

technique (Random Forest (RF)) and one deep 

learning model (Deep Neural Network (DNN)). By 

implementing our approach to credit risk 

assessment, actors engaged in P2P lending should 

be able to make a more informed decision when 

choosing potential lenders leading to a reduction 

in risk. Furthermore, our research should help 

future researchers engaged in P2P lending credit 

risk assessment to look to sampling methodologies 

to help increase performance of risk models 

through big data and machine learning.

The rest of this paper is organized as follows: 

(1) a look at recent trends in P2P lending including 

common machine learning techniques, (2) a 

description of our methodology will be presented, 

(3) experimental results will be presented, and (4) 
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lastly conclusion as well as future recommendation 

and limitations will be explored.

2. Related Work

When selecting an applicant for a loan, the 

risk of choosing a bad borrower outweighs the 

risk of selecting a bad borrower who turns out to 

be good [3]. Therefore, much effort in the literature

has gone into exploring the development, 

application and evaluation of predictive decision 

support systems [8]. 

2.1 Machine learning and credit risk assessment

Early studies on credit scoring risk assessment, 

researchers mostly focused on single classifier 

problems implementing algorithms such as 

Neural Networks [11], SVM [12-14] and kNN [15]. 

Later, attention turned to the use of ensemble 

techniques with better results, as seen with RF 

(3), Decision Tree (DT)-based Bagging, Random 

Subspace [16] and Stacking [17]. More recently, 

deep learning has been introduced into credit 

risk assessment with Luo, Wu and Wu showing 

the effectiveness of implementing a Restricted 

Boltzmann machine-based deep belief network. 

This study was novel in its approach at assessing 

corporate credit rating risk and showed 

improved results compared to SVM and NN [18]. 

2.2 Class imbalances and SMOTE

When dealing with class imbalances there are 

two main approaches to deal with this problem: 

over/under sampling [19]. Under sampling looks 

to reduce the number of instances in the 

majority class; whereas, over sampling looks to 

increase the instances in the minority class. In 

this paper we implement the latter through 

SMOTE [10]. SMOTE creates instances by using a 

kNN algorithm to produce instances from the 

minority class. Where m in
 

 
 are the 

classes for minority, majority and synthetic. The 

process: (1) Determine kNN for a sample m in

and determine the value of  , (2) From a 

random sample    from k nearest 

neighbors from the sample m in . (3) 

Implement (1) to create synthetic sample  This 

can be represented in the following way:


 


   　　       　(1)

Where  can be a random number between 0 

and 1 with:

  m i n      　(2)

SMOTE generates as many synthetic instances 

in a dataset as in the minority class [20].

2.3 Classifying Models 

Next, we will present the models in which we 

are implementing in our paper. 

2.3.1 Support Vector Machines

Introduced by Boser et al. (1992) [21], SVM is 

a classification and regression model where there 

exists a hyper plane whereby the decision plane 

is separated by the positive (+1) and negative (-1) 

classes [22]. Given a training data set,  , 

 ... in which  signifies vectors 

in a　d-dimensional hyper plane, and ∈ is 

a class label given to the data. SVM are then 

represented by morphing the input vectors into a 

new, higher dimensional analogue plane indicated 

as:  →  in which ≺. Thereafter, an 

optimum hyperplane is formed by a kernel function 




, which is the product of the input vectors 

　and , in which 
  


 [23]. In 

this paper we implement the polynomial SVM, 

where P is the degree of polynomial:





  


               (3)

2.3.2 Logistic Regression
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LR is popular and widely used model in credit 

risk assessment [9] and P2P lending [1]. The 

approach for LR can be seen for binary 

classification in the following formula:


 


 


 

　 　           　(4)

Where　  is calculated though the maximum 

likelihood method [24]. 

2.3.3 K-Nearest Neighbor

kNN is a type of instance-based learning that 

implements a similarity function in order to 

classify training data [25] where k is set search 

for nearest neighbors. This k number searches 

instances in groups based on k and uses a simple 

majority vote [24]. 

simularity  



  






      (5)

Where 


  


 is for numerical values. 

2.3.4 Random Forest 

RF is a type of assembling classifier that builds 

randomized decision trees for learning. This 

follows a divide-and-conquer approach whereby 

the root node relates to the entire training data. 

In this paper, splitting of the nodes is performed 

based on the Gini index [3]:

  
 



Pr   Pr     
 



Pr   
  

(6)

2.3.5 Deep Neural Networks

DNNs are a type of NN that have come to 

prominence in academia of late. DNNs are based 

on feedforward networks which can be represented 

by composing together many different functions 

say  are all interconnected within a given 

chain:

                  (7)

Here,  represents the input layer,  represents 

a deep/hidden layer, and  represents an output 

layer. DNNs allow for a nonlinear transformation 

represented by .  is a way of describing  based 

on a number of features within a given DNN, 

whereby learning  is the ultimate goal [26]. The 

model         can be seen as  parameters 

that are implemented to learn  from a broad class 

of functions, and parameters  that go from  to 

an output desired by the user.  can be viewed as 

the deep (hidden) layer of a given DNN meaning a 

user only needs to find the right general function 

rather than needing a precise definition of a given 

model. This makes DNN versatile and thus suitable 

for many areas of research [27]. 

3. Methodology

In this section a brief description of the 

methodology that we used in order to study P2P 

risk. 

3.1 LendingClub dataset

The dataset in this study was retrieved from LC 

as it is publicly available. The data we obtained 

was based upon all loan requests in the year 

2016. Following recommendations from previous 

researchers [3] we applied the same steps to 

create the final feature list. The final data set 

included 18 features and one class. All 

pre-processing and data manipulation followed 

recommendations from Malekipirbazari & 

Aksakalli (2015) [3]. Features selected included: 

(1) Loan status (class attribute), (2) annual 

income, (3) credit age, (4) delinquencies (last two 

years), (5) employment length, (6) home 

ownership, (7) inquiries (credit inquiries in the 

last six months), (8) loan amount, (9) loan 

purpose, (10) open accounts (currently opened 

credit lines), (11) total accounts (total number of 

credit line held), (12) term (length of loan). 

The next features are ratios in the data or 
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made previously in  literature [3]: (13) DTI (debt 

to income ratio), (14) Income to Payment Ratio: 

this ratio represents the loan's monthly payments 

to monthly income, (15) Revolving Utilization 

Rate, (16) Revolving to Income Ratio: revolving 

credit balance to the borrower's monthly income. 

The last two are based upon scores provided 

by LC. (17) FICO Score: This is a standard credit 

line that is used in the majority of lending 

decisions in the US [4]. It is based on financial 

attributes from the borrowers' credit records [3]. 

(18) LC Grade: this is grade given by the LC 

themselves. These are A1-G5, with A representing 

a less risky loan. 

3.2 Pre-processing

In order to prepare the data for analysis we 

had to convert the nominal data into binary 

numerical figures. This meant that the data set 

was left with 12 original numerical features and 

a further 18 numerical features that resulted 

from the binarization. Furthermore, all data was 

standardized to allow for all features to have a 

zero mean and unit standard deviation. 

3.3 Cost sensitive analysis

In credit risk assessment the aim is to try and 

find bad borrowers, and thus a classifier should 

hold great risk in misclassifying a bad borrower 

[3]. For this reason, we implemented the use of a 

cost-sensitive analysis with a RF algorithm to 

compare with [3]. 

3.4 Model description

All tests were performed using the WEKA too

l1). Firstly, the baseline SVM, LR and kNN models 

from the WEKA tool were used. For RF, and 

based on recommendation by [3], the model 

implemented maximum tree depth of 25, 

maximum tree build of 80 and also a tree split 

1) https://www.cs.waikato.ac.nz/ml/weka

number of 5. Lastly, the implemented DNN model 

was made with four dense layers that consisted 

of nodes made of 32, 64, 128 and 256 shaped 

deep layers, with a softmax output layer. The 

activation function used was the rectified linear 

unit (ReLu).

4. Results

In this paper, we implemented four common 

algorithms seen within P2P lending literature as 

well as implemented a deep learning NN. Our 

test was to find out whether our implementation 

of SMOTE can lead to greater results based on 

two main metrics: accuracy (ACC) and the area 

under the roc curve (AUC). All tests were done with 

the implementation of 10-fold cross validation 

whereby the training data was split into 10 subsets 

of equal size. Next we tested the SMOTE model 

against the original model [3] with t-tests.

4.1 Cost-sensitive analysis

Malekipirbazari & Aksakalli suggest within 

their methodology that the cost sensitive ratio 

should be 5:1 (2015) [3]. However, with the 

implementation of SMOTE, the minority class 

becomes more prominent in the dataset. 

Therefore, 5:1 seems too harsh. 

Therefore, we tested cost sensitivity from 5:1 

with the SMOTE dataset based on a RF classifier. 

When it comes to cost-sensitive analysis there is 

a trade-off between the accuracy and precision. 

As can be seen in these results with 3:1 a 

reduction in 2.46% precision allows for an 

accuracy increase of 6.59%. In our model will use 

3:1, where misclassifying bad borrowers has 

three times more weight.
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Cost-sensitivity Analysis with Random Forest

ACC* AUC** Precision

RF 3:1 79.25% 0.86 87.88%

RF 4:1 75.79% 0.85 89.32%

RF 5:1 72.66% 0.85 90.34%

* Accuracy, ** Area Under the Curve – AUC

Table 1. This table shows the evaluation of the 

Cost-sensitivity algorithm implemented with 

the Random Forest algorithm to find a good 

fit.

4.2 Empirical results

As can be seen in table 2, with the 

implementation of SMOTE and a cost-sensitivity 

of 3:1, our proposed method produces improved 

accuracy and greater AUC results. This means 

that our model now has much more confidence 

in achieving the classification of 79.25% 

compared with the originally proposed model [3]. 

Furthermore, coherent with previous P2P lending 

research RF outperforms all the other 

classification models, agreeing with [3]. 

Mean Std. Dev
Std.  Error 

Mean
t

Sig.
2-tailed

RF_Ori_acc –
RF_SMO
Accuracy***

-1.382 .445 .140 -9.808 .000

RF_Ori_auc –
RF_SMO

AUC***

-.1601 .006 .002 -76.88 .000

Table 3. This table shows the results from implementing

T-tests based on the Original/SMOTE dataset 

with Random Forest as the classifier.

Furthermore, the implication of SMOTE has 

shown considerably greater results compared 

with the baseline models especially in the AUC 

metric. This is further seen in the t-test of RF 

whereby both ACC and AUC are significant in 

performance comparably. 

5. Conclusion

In this paper we have analyzed recent trends 

in social lending (P2P) using a classification 

methodology. Specifically, we implemented the 

use of the Synthetic Minority Over-sampling 

Technique (SMOTE) [10] in order to help reduce 

the imbalanced class problem and found greater 

results in this model when applied alongside a 

Random Forest ensemble classifier [3]. With this, 

lenders engaged with P2P lending should now be 

better placed to identify good and bad borrowers 

and thus make a more informed decision. with 

this, lenders will reduce their risk and help to 

improve their portfolio. 

Our research has introduced the idea of synthetically

enhancing the minority data set within P2P 

credit risk analysis and thus should lead other 

researchers to also start to explore a similar 

methodology when it comes to researching P2P 

lending. Future work can look into exploring other

sampling techniques like Random under-sampling

or the One-Sided Selection technique.

Limitations of this research can be seen in the 

fact that we only used data from 2016. Results 

from other years could help to validate whether 

this methodology is valid or not. Another 

limitation is that this methodology may be 

limited to the LC data only and therefore this 

model should be evaluated on another P2P 

lending data sets.
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