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BOUNDS FOR EXPONENTIAL MOMENTS OF

BESSEL PROCESSES

Cloud Makasu

Abstract. Let 0 < α < ∞ be fixed, and let X = (Xt)t≥0 be a Bessel
process with dimension 0 < θ ≤ 1 starting at x ≥ 0. In this paper, it is

proved that there are positive constants A and D depending only on θ

and α such that

Ex

(
exp
[
α max

0≤t≤τ
Xt
])
≤ AEx

(
exp[Dτ ]

)
for any stopping time τ of X. This inequality is also shown to be sharp.

1. Introduction

Bounds for moments of the maximum of Bessel processes are given in [1], [2],
[3], [4] and [8]. These bounds are derived in terms of the moments of stopping
times of Bessel processes, and are mainly of the power-type. The purpose of
this paper is to establish bounds for exponential moments of the maximum
of Bessel processes. Our method of proof is essentially based on the optimal
stopping theory of the maximum process for Bessel processes attributed to
Dubins, Shepp and Shiryaev [3]. However, it is worth pointing out that the
bounds established in the present paper are quite new.

Let X = (Xt)t≥0 be a Bessel process defined on a filtered probability space
(Ω,F , (Ft)t≥0,P), given by

(1) dXt =
θ − 1

2Xt
dt+ dBt; X(0) = x

with dimension θ > 0 starting at x ≥ 0 under P := Px, where B = (Bt)t≥0
is a standard Brownian motion. It is important to note here that X is a
nonnegative continuous Markov process, and moreover, X is a supermartingale
when the dimension is θ ≤ 0 and is a submartingale in the case θ ≥ 1. For
the remaining case, 0 < θ < 1, the process X in (1) is not a semimartingale.

Received October 12, 2018; Revised February 7, 2019; Accepted February 27, 2019.

2010 Mathematics Subject Classification. Primary 60G40, 34A40, 60E15.
Key words and phrases. Bessel processes, comparison principle, optimal stopping prob-

lem, Young inequality.

c©2019 Korean Mathematical Society

1211



1212 C. MAKASU

A detailed exposition on various properties, and extension of Bessel processes
can be found in [5], [7] and [9].

In this paper, we prove the following result.

Theorem 1.1. Let X = (Xt)t≥0 be a Bessel process with dimension 0 < θ ≤ 1
starting at x ≥ 0 under Px. Suppose that there are positive constants M, N

and L such that MN = α2

θ for 0 < θ ≤ 1 and 0 < α < ∞, and 1 < L < 1
N

provided that 0 < N < 1. Then, we have

(2) Ex

(
exp
[
α max

0≤t≤τ
Xt

])
≤ N

1−NL
Ex

(
exp[Mτ ]

)
for any stopping time τ of X. Inequality (2) is sharp.

One of the distinct features of the above result is that it permits the con-
struction of explicit forms of the constants M , N and L in (2) for particular
cases of independent interest. Here is one simple example.

Example 1.2. Choose α =
√
θ for 0 < θ ≤ 1. Let L = 2

1+N and M = 1
N

for 0 < N < 1. Clearly, the condition 1 < L < 1
N is satisfied in this case.

Hence, N
1−NL = N(1+N)

1−N for 0 < N < 1. This example excludes the interesting

case M = N . In what follows, we now let 0 < α <
√
θ for 0 < θ ≤ 1. Then,

MN = α2

θ implies that M = N = α√
θ
. Consequently, we have

N(1 +N)

1−N
=

α√
θ

(
1 + α√

θ

)
1− α√

θ

which completes the example. The special case of a Brownian motion (case
θ = 1) covered in the proof of our theorem is also another example.

For the proof of Theorem 1.1, a variant of the optimal stopping problem
treated in [3] will play an important role. Let X = (Xt)t≥0 be a Bessel process
given by (1) with dimension θ > 0 starting at x ≥ 0. Throughout, we denote
by S = (St)t≥0 the maximum process associated with X, and defined by

(3) Sr =

(
max
0≤t≤r

Xt

)
∨ s

for all 0 ≤ x ≤ s.
We consider the optimal stopping problem:

(4) Φθ(x, s) := sup
τ

Ex,s

(
eαSτ −

∫ τ

0

c(Sr)dr

)
,

where the supremum in (4) is taken over all stopping times τ for X such that
the integral has finite expectation, Ex,s is the expectation with respect to the
probability law Px,s of the Markov process (X,S) starting at (x, s) for all
0 ≤ x ≤ s, s 7→ c(s) is a positive continuously differentiable cost function, and
0 < α <∞ is fixed here and elsewhere.
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In [3], the optimal stopping problem (4) is considered with a linear terminal
reward of the form Sτ and a constant cost function c(s) = c > 0. The point here
is that the construction of Φθ(x, s) and the optimal stopping time in question
follows by arguing similarly as in [3]. The crucial part is to establish sharp
two-sided estimates for a solution(s) of a nonlinear differential equation (6)
associated with the optimal stopping boundary of the problem (4). This is
established with the aid of a comparison principle.

2. Proof of Theorem 1.1

Proof. Using similar arguments as in [3], we have

(5) Φθ(x, s) = eαs +

(
1

2− θ
g2∗(s)−

2

θ(2− θ)
x2−θgθ∗(s) +

1

θ
x2

)
c(s)

if g∗(s) ≤ x ≤ s and

Φθ(x, s) = eαs if 0 ≤ x ≤ g∗(s)
for the optimal stopping problem (4), where s 7→ g∗(s) is the optimal stopping
boundary which is a non-negative solution of the nonlinear differential equation

(6) g′(s) =

αeαs +

(
1
θ s

2 − 2
θ(2−θ)s

2−θgθ(s) + 1
2−θg

2(s)

)
c′(s)

2
2−θ

(
s2−θgθ−1(s)− g(s)

)
c(s)

such that g∗(s) ≤ s for all s ≥ 0, and g∗(s)
s → 1 as s→∞.

For the rest of the proof we will now assume that c(s) = ceαs for all s ≥ 0,
where c > 0 is a fixed constant. Then,

(7) g′(s) =

α+ cα

(
1
θ s

2 − 2
θ(2−θ)s

2−θgθ(s) + 1
2−θg

2(s)

)
2c
2−θ

(
s2−θgθ−1(s)− g(s)

) .

Fix 0 < θ ≤ 1. Let

(8) Dg =
{

(s, g) | g(s) < s for all s ≥ 0
}

and let

(9) H(s, g(s)) :=

α+ cα

(
1
θ s

2 − 2
θ(2−θ)s

2−θgθ(s) + 1
2−θg

2(s)

)
2c
2−θ

(
s2−θgθ−1(s)− g(s)

)
be a continuous function on Dg.
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Given that H(s, g(s)) is continuous on Dg, we will show that there is a
non-negative continuous function U(s, g(s)) on Dg such that

(10) H(s, g(s)) ≤ U(s, g(s)).

By the reverse Young inequality, we have

(11) s2−θgθ−1(s) ≥ (2− θ)s+ (θ − 1)g(s)

on Dg and for 0 < θ ≤ 1.
Consequently,

(12) s2−θgθ−1(s)− g(s) ≥ (2− θ)(s− g(s))

and

(13)
1

θ
s2 − 2

θ(2− θ)
s2−θgθ(s) +

1

2− θ
g2(s) ≤ 1

θ
(s− g(s))2

on Dg.
Hence,

(14) H(s, g(s)) ≤
α+ cα

θ (s− g(s))
2

2c(s− g(s))

onDg. This follows immediately using (12) and (13) in (9). We have established
the upper estimate in (10).

Now consider (7), and a related nonlinear differential equation

(15) h′(s) =
α+ cα

θ (s− h(s))
2

2c(s− h(s))

on Dh.
We proceed to construct explicitly the minimal and maximal solutions of

Eq. (15). It follows that

(16) ĥ(s) = s−

(
θ

α
+

√
θ2

α2
− θ

c

)
is the minimal solution, and

(17) q(s) = s−

(
θ

α
−
√
θ2

α2
− θ

c

)
is the maximal solution which are defined for all s ≥ 0, where c > α2

θ with
0 < θ ≤ 1 and 0 < α <∞.

Then, any non-negative solution s 7→ g∗(s) of (7) satisfies the sharp two-
sided estimate

(18) ĥ+(s) ≤ g∗(s) ≤ q+(s) (s ≥ 0)

which is implied by a comparison principle for (7) and (15), where m+ denotes
the positive part of the function m. Using the estimate (18), we can easily

show that g∗(s) ≤ s for all s ≥ 0, and lims→∞
g∗(s)
s = 1.
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Assuming that c(s) = ceαs in (4) and (5), then

Ex,x

(
exp
[
α max

0≤t≤τ
Xt

])
≤ cEx,x

(∫ τ

0

exp
[
α max

0≤t≤τ
Xt

]
dr

)
+ Φθ(x, x)

≤ cEx,x

(
τ exp

[
α max

0≤t≤τ
Xt

])
+ Φθ(x, x)(19)

for any stopping time τ of the Bessel process X starting at x ≥ 0 under Px.
It is easy to estimate Φθ(x, x) from above using (18). For fixed 0 < θ ≤ 1,

and all x ≥ 0, we have

Φθ(x, x) =

(
1 +

c

θ
x2

)
eαx +

c

2− θ
g2∗(x)eαx − 2c

θ(2− θ)
x2−θgθ∗(x)eαx

≤

(
1 +

c

θ
x2

)
eαx +

c

2− θ

(
x− θ

α
+

√
θ2

α2
− θ

c

)2

+

eαx

− 2c

θ(2− θ)
x2−θ

(
x− θ

α
−
√
θ2

α2
− θ

c

)θ
+

eαx,(20)

where n+ is the positive part of the function n.

Now passing to the limit in (19) as c ↓ α
2

θ , taking into account (20), we get

Ex,x

(
exp
[
α max

0≤t≤τ
Xt

])
≤ α2

θ
Ex,x

(
τ exp

[
α max

0≤t≤τ
Xt

])

+
2

2−θ

(
α2

θ2
x2 − α2

θ2
x2−θ

(
x− θ

α

)θ
+

− αx+1

)
eαx.(21)

The proof of the theorem is almost complete. It only remains to estimate

the term Ex,x

(
τ exp

[
α max

0≤t≤τ
Xt

])
on the right-hand side of the inequality

(21) from above. To establish this estimate, we need the following elementary
inequality. Let L > 1, then

(22) aeb ≤ ea + Leb − bL− 1− L

for a ≥ 0, and b ≥ 0.

Suppose that there are positive constants M, N and L such that MN = α2

θ

for 0 < θ ≤ 1 and 0 < α <∞, and 1 < L < 1
N for 0 < N < 1. Now set a = Mτ

and b = α max
0≤t≤τ

Xt in (22). This immediately implies that

α2

θ
Ex,x

(
τ exp

[
α max

0≤t≤τ
Xt

])
= NEx,x

(
Mτ exp

[
α max

0≤t≤τ
Xt

])
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≤ NLEx,x

(
exp
[
α max

0≤t≤τ
Xt

])
+NEx,x

(
eMτ

)

− αNLEx,x

(
max
0≤t≤τ

Xt

)
−N(1 + L)(23)

using (22).
Combining (21) and (23), we obtain

Ex,x

(
exp
[
α max

0≤t≤τ
Xt

])
≤ NLEx,x

(
exp
[
α max

0≤t≤τ
Xt

])
+NEx,x

(
eMτ

)

+
2

2−θ

(
α2

θ2
x2−α

2

θ2
x2−θ

(
x− θ

α

)θ
+

− αx+ 1

)
eαx

− αNLEx,x

(
max
0≤t≤τ

Xt

)
−N(1 + L)

≤ NLEx,x

(
exp
[
α max

0≤t≤τ
Xt

])
+NEx,x

(
eMτ

)
.(24)

The desired result (2) now follows immediately from (24). We complete the
proof of the theorem by proving the sharpness of (2). Let B = (Bt)t≥0 be a
standard Brownian motion, and let

(25) τβ = inf{t > 0 : |Bt| = β} (β > 0)

be a stopping time for B. Then, it is well known (see [6], p. 669) that

(26) E
(
eMτβ

)
=

1

cos
√

2Mβ

for 0 < β < π
2
√
2M

. On the other hand, we have

(27) E

(
exp
[
α max

0≤t≤τβ
|Bt|

])
= eαβ .

Choose N and L to be positive constants such that

(28) N <
eαβ cos

√
2Mβ

1 + eαβ cos
√

2Mβ

and

(29) L =
1

N
− 1

eαβ cos
√

2Mβ

for positive constants M and N satisfying MN = α2 with 0 < α <∞.
It follows from the right-hand side of the inequality (2) that

(30)
N

1−NL
E
(
eMτβ

)
=

N

(1−NL) cos
√

2Mβ
= eαβ
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using (26) and (29). This proves that we have equality in (2) which is attained
from (27) and (30). The proof of the theorem is now complete. �
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