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Abstract

This study proposes a method of learning and recognizing the characteristics that are the classification 

criteria of Hangul using Mask R-CNN, one of the deep learning techniques, to recognize and classify atypical 

Hangul characters. The atypical characters on the Hangul signboard have a lot of deformed and colorful 

shapes beyond the general characters. Therefore, in order to recognize the Hangul signboard character, it is 

necessary to learn a separate atypical Hangul character rather than the existing formulaic one. We selected 

the Hangul character ‘닭’ as sample data and constructed 5,383 Hangul image data sets and used them for 

learning and verifying the deep learning model. The accuracy of the results of analyzing the performance of 

the learning model using the test set constructed to verify the reliability of the learning model was about 92.65%

(the area detection rate). Therefore we confirmed that the proposed method is very useful for Hangul signboard 

character recognition, and we plan to extend it to various Hangul data.
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1. INTRODUCTION

For character recognition, there is a need for an effective and flexible method of extracting character features 

of images in various and complex environments. Recently, global IT companies such as Google, Facebook, 

etc have been actively researching hierarchical and automated feature learning methods through multilayer 

neural networks [1-3]. Deep learning, which is the hottest topic of machine learning, learns the features that 

best represent characters in various environments through unsupervised learning from the learning images, and 

converts them into higher-level features using multi-layered neural networks such as CNN. These features can 

be used as inputs to the character detection model for character recognition, resulting in a more accurate and 

high performance character detection and recognition model.

This study uses Mask R-CNN, one of the deep learning techniques, to automatically recognize and classify 

atypical Hangul characters. Hangul character recognition is more difficult than English character recognition 

because the number of Hangul characters is much larger than that of English characters. In particular, the 

Hangul signboard, which is commonly seen on the street, is composed of characters that have been transformed 
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and colorful to attract the attention of people passing through the street or in the form of a brand logo. We 

selected ‘닭’, one of the most frequently seen Hangul characters in real life, and constructed 5,383 Hangul 

character image data sets and used them for learning and verifying deep learning models.

2. RELATED WORKS

Recently, research on image recognition and analysis based on deep learning technology CNN (Convolution 

Neural Network) is active. Deep learning has supervised and unsupervised learning. This study classifies and 

predicts data based on supervised learning. CNN is one of the most influential neural networks in computer 

vision, including image processing and speech processing [4-5]. CNN constructs a reasonable network using 

a combination of specific layers based on the fact that the input consists of images. It generally consists of 

three core structures: the convolutional layer, the pooling layer, and the fully-connected layer [6-8]. 

CNN image classification has been improved to R-CNN, Fast R-CNN, Faster R-CNN, Mask R-CNN, etc. 

R-CNN (Region-based CNN) uses the selective search algorithm [9] to find region proposals, which are areas 

where objects in an image exist. This algorithm merges adjacent pixels with similar patterns such as color 

distribution and intensity. About 2,000 of the extracted bounding boxes are used as input data of CNN. At the 

end of the CNN, the image is classified using SVM (Support Vector Machine) [10]. Finally, a linear regression 

model is used to more accurately match the bounding box coordinates of the classified objects.

Fast R-CNN [11] introduced the RolPool concept to solve the cost problem of using all three models of 

selective search, SVM, and linear regression for many regions when classifying images. This is how to apply 

CNN to the input image first and find the object area in the CNN feature map.

Faster R-CNN [12] solved the bottleneck of the region proposal stage in Fast R-CNN. The Selective search 

algorithm, which extracts the object region in Fast R-CNN, is changed to RPN (Region Proposal Network). 

This speeds up the Fast R-CNN by putting the region proposal step into the CNN.

Unlike other methods, Mask R-CNN [13] does not search the image area by the box but searches the image 

area by the pixel. This improves the accuracy and speed of recognition by adjusting RoIPool through a method 

called RoIAlign to achieve the correct alignment of the feature map (Figure 1).

Figure 1. The Mask R-CNN framework for image segmentation
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3. HANGUL CHARACTER RECOGNITION BASED ON MASK R-CNN

There are many deep learning examples for character classification. Deep Font [14] is an English font 

classification model based on AlexNet. There are also many deep learning examples for classifying Hangul 

characters and fonts [15-17]. However, these studies have the disadvantages that the characters and fonts that 

can be classified using a model composed of simple layers are limited and that it is difficult to recognize a 

large number of Hangul fonts.

In character recognition process in image, when it is determined that a character exists in a given image, the 

result is indicated by a bounding box. Therefore, various techniques have been developed for extracting the 

area of individual characters in a box, recognizing them as individual characters, and connecting them and 

recognizing them as characters. Most of these techniques are based on some assumptions, such as the spacing 

of characters, the position of characters on a straight line, or the same size of characters.

However, the characters on the signboard seen in the street are not affected by such assumptions because 

the shape, size, etc. of characters are atypical. Therefore, a recognition process that is completely different 

from general printed characters or handwriting is required. This study aims to learn Hangul characters with 

various visual forms, not to obtain Hangul characters from the characters of a specific font, and to extract and 

classify each feature. For this purpose, the atypical visualized characters on the street signboard were chosen 

as the test subjects.

3.1 Data set

In this study, we constructed a new Hangul database for character recognition in Hangul signboard. First of 

all, 5,383 original images were collected by selecting '닭', one of the most frequently used characters in Hangul 

signboards. These images were obtained from relevant searches from Google and Naver.

We divided 5,383 images into training data and test data, and each data set was randomly divided into 80% 

and 20% of the total data. Figure 2 shows part of the dataset we built.

Figure 2. Some images of data set for Hangul signboard recognition
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3.2 Atypical Hangul Recognition 

Recognition and classification of Hangul characters based on Mask R-CNN proposed in this study is done 

as shown in the figure 3. In order to recognize a specific Hangul character in an atypical character image, first, 

a task of quickly and accurately separating and acquiring each character from an image composed of several 

characters should be performed. After that, each extracted character image is stored in DB. We performed 

annotation manually on the assumption that the preprocessing process described above was successfully 

completed for the images in the collected data set. Annotated Hangul character images are input to the Mask 

R-CNN model and used for training. Figure 3 shows how the character ‘닭’ used in the Hangul signboard is 

recognized by the Mask R-CNN model.

Figure 3. Mask R-CNN learning process on original image

4. IMPLEMENTATION 

We set Hangul character ‘닭’ as a related search term and collected Hangul signboard data through web 

crawling and actual photography to build a data set. The built dataset was used to implement a supervised 

learning system that applied a mask R-CNN to detect and recognize ‘닭’ character. The total 5,383 data 

collected were divided into a train set of 4,306 data and a test set of 1,077 data. Images used in all experiments 

were upsampled to 1024x1024 with preprocessing. Training data begins to be trained after initializing the 

model using weights obtained through pretraining on the MSCOCO data set [18]. Such a method has an 

advantage that the learning speed can be increased and the accuracy can be increased compared to learning 

using only user data. In this learning system, the batch size is 4 and the learning rate starts with 0.001 and ends 

with 0.0001. Training is performed by setting up a network model of a total of 200 epochs using stochastic 

gradient descent of Momentum 0.9. We experimented with a combination of different learning times and 

different learning coefficients, but there was no noticeable improvement by additional learning.

The implementation of this study was performed on a system using an Intel (R) i9-9900KF CPU 3.60GHz 

processor, 3,072 CUDA cores, and two NVIDIA GeForce RTX2080 GPUs with 1,845GHz and 8GB of 

memory. We also implemented experiments using Tensorflow, a representative AI open source library used in 

Python, and Object Detection API, an open source framework that can be used in conjunction with it.

We analyzed the performance of the learning model using the test set constructed to verify the reliability of 

the learning model. As a result of applying the method proposed in this study, the area detection rate was 92.65% 

for ‘닭’ character on the Hangul signboard. Through the validation and test results of the learning model, we 
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confirmed that the proposed method is very useful for Hangul signboard character recognition.

The resulting image can be applied to interactive art using the motion of the viewer. Fig. 4 is a flow chart 

showing the process of visualizing the recognized Hangul character image as 3D character interacting with the 

viewer by being processed as input of 3D interactive typography [19-20].

Figure 5 illustrates the process of deconstructing the components and connecting them to the viewer's 

skeleton in order to connect the Hangul recognized by Mask R-CNN with the viewer's motion.

5. CONCLUSION

This study is about deep learning based character recognition for extracting character from Hangul signboard 

images with many atypical characters. As a result of training by Mask R-CNN model, we have detected the 

position of characters added up to semantic segmentation and extracted more meaningful results. The proposed 

Hangul character recognition method consists of three steps. First, data for learning Hangul characters existing 

Figure 4. A flow chart of Application to 3D Interactive Typography

Figure 5. The process that Hangul character ‘닭’ recognized through Mask R-CNN 
are connected to viewer's skeleton
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in signboards of various standards is collected and annotated. This process is the most important process in 

deep learning based recognition method. This is because errors in annotations result in less accurate learning. 

The second step is to learn the collected data using a deep learning algorithm based on Mask R-CNN. Finally, 

the region forming the stroke of the character is detected through the post-processing of the character candidate 

region derived by the learned weights. The experiment was carried out on a signboard containing the character 

‘닭’ one of the most commonly used characters in daily life. As a result, the area detection rate was 92.65% 

for the character ‘닭’ on the Hangul signboard.

The model proposed in this study is sufficiently recognizable, but it is necessary to secure the data set and 

to further improve the learning model in order to become an optimal learning model for recognizing and 

classifying many Hangul signboards currently in circulation in Korea. If the proposed method is extended to 

more optimized network structure and sufficient dataset for atypical Hangul character recognition in the future, 

real-time character recognition and extraction can be performed in more diverse and complex environments. 

It can be widely used in various commercial and public service developments and public arts.
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