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Abstract. A number of identities associated with the product of generalized hypergeometric series have been investigated. In this paper, we aim to establish an identity involving the product of the generalized hypergeometric series ${ }_{2} F_{2}$. We do this using the generalized Kummer-type II transformation due to Rathie and Pogany and another identity due to Bailey. The result presented here, being general, can be reduced to a number of relatively simple identities involving the product of generalized hypergeometric series, some of which are observed to correspond to known ones.

## 1. Introduction and Preliminaries

The generalized hypergeometric function ${ }_{p} F_{q}$ with $p$ numerator and $q$ denominator parameters is defined by (see, e.g., $[2,5,12]$; see also [16, Section 1.5])

$$
{ }_{p} F_{q}\left[\begin{array}{l}
\alpha_{1}, \ldots, \alpha_{p} ;  \tag{1.1}\\
\beta_{1}, \ldots, \beta_{q} ;
\end{array}\right]={ }_{p} F_{q}\left[\alpha_{1}, \ldots, \alpha_{p} ; \beta_{1}, \ldots, \beta_{q} ; z\right]=\sum_{n=0}^{\infty} \frac{\left(\alpha_{1}\right)_{n} \cdots\left(\alpha_{p}\right)_{n}}{\left(\beta_{1}\right)_{n} \cdots\left(\beta_{q}\right)_{n}} \frac{z^{n}}{n!}
$$
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where $(\lambda)_{\nu}$ denotes the Pochhammer symbol defined (for $\lambda, \nu \in \mathbb{C}$ ), in terms of the Gamma function $\Gamma$, by

$$
(\lambda)_{\nu}:=\frac{\Gamma(\lambda+\nu)}{\Gamma(\lambda)}=\left\{\begin{array}{lr}
1 & (\nu=0 ; \lambda \in \mathbb{C} \backslash\{0\})  \tag{1.2}\\
\lambda(\lambda+1) \cdots(\lambda+n-1) & (\nu=n \in \mathbb{N} ; \lambda \in \mathbb{C})
\end{array}\right.
$$

The well-known Kummer-type I transformation for the series ${ }_{1} F_{1}$ is (see, e.g., [12])

$$
e^{-x}{ }_{1} F_{1}\left[\begin{array}{c}
a ;  \tag{1.3}\\
b ;
\end{array}\right]={ }_{1} F_{1}\left[\begin{array}{r}
b-a ; \\
b ;
\end{array},-x\right] .
$$

This result (1.3) was obtained by Kummer [7] and [8] who used the theory of differential equations. Bailey [1] derived this result by employing classical Gauss's summation theorem (see, e.g., [12, p. 48]).

Paris [9] generalized (1.3) in the form

$$
e^{-x}{ }_{2} F_{2}\left[\begin{array}{rr}
a, 1+d ; &  \tag{1.4}\\
b, d ; & x
\end{array}\right]={ }_{2} F_{2}\left[\begin{array}{rr}
b-a-1, f+1 ; & \\
b, f ; & -x
\end{array}\right],
$$

where

$$
\begin{equation*}
f:=\frac{d(a-b+1)}{a-d} \tag{1.5}
\end{equation*}
$$

The particular case $d=\frac{1}{2}$ of (1.4) reduces to Exton's result [4].
Kummer $[7,8]$ also used the theory of differential equations to obtain the following result

$$
e^{-\frac{x}{2}}{ }_{1} F_{1}\left[\begin{array}{rr}
a ; & x  \tag{1.6}\\
2 a ; &
\end{array}\right]={ }_{0} F_{1}\left[\begin{array}{rr}
-; & x^{2} \\
a+\frac{1}{2} ; & \frac{16}{16}
\end{array}\right],
$$

which is often referred to as Kummer-type II transformation.
Using Gauss's summation theorem, the result (1.6) has been re-derived by Bailey [1] and Rathie and Choi [14] (see also [3]).

Motivated by the Kummer-type I transformation (1.4), Rathie and Pogany [15] also generalized the Kummer-type II transformation (1.6) in the form
(1.7) $e^{-\frac{x}{2}}{ }_{2} F_{2}\left[\begin{array}{r}a, 1+d ; \\ 2 a+1, d ;\end{array} \quad x\right]={ }_{0} F_{1}\left[\begin{array}{cc}-; & \frac{x^{2}}{16} \\ a+\frac{1}{2} ; & { }^{16}\end{array}\right]+\frac{x(2 a-d)}{2 d(2 a+1)}{ }_{0} F_{1}\left[\begin{array}{cc}-; & x^{2} \\ a+\frac{3}{2} ; & \frac{x^{16}}{}\end{array}\right]$.

It is obvious that the case $d=2 a$ of (1.7) reduces to (1.6).
Using the theory of differential equations, Preece [10] established the following interesting identity involving product of generalized hypergeometric series

$$
{ }_{1} F_{1}\left[\begin{array}{rr}
a ; & x  \tag{1.8}\\
2 a ; & x
\end{array}\right]{ }_{1} F_{1}\left[\begin{array}{rr}
a ; & -x \\
2 a ; &
\end{array}\right]={ }_{1} F_{2}\left[\begin{array}{rr}
a ; & x^{2} \\
a+\frac{1}{2}, 2 a ; & \frac{1}{4}
\end{array}\right] .
$$

Equation (1.8) is a special case of [6, Exercise 7.24(b)]. In fact, Koepf [6, Example 7.3] showed how such identities can be derived by using the Zeilberger algorithm.

Using (1.3), we can express (1.8) in the form

$$
\left\{{ }_{1} F_{1}\left[\begin{array}{rr}
a ; &  \tag{1.9}\\
2 a ; & x
\end{array}\right\}^{2}=e^{x}{ }_{1} F_{2}\left[\begin{array}{rr}
a ; & x^{2} \\
a+\frac{1}{2}, 2 a ; & \frac{4}{4}
\end{array}\right]\right.
$$

Rathie [13] proved Preece's identity (1.9) by a very short method and obtained two results closely related to it.

By employing the classical Watson's theorem on the sum of a ${ }_{3} F_{2}$ with unit argument (see, e.g., [2, p. 16]), Bailey [1] generalized Preece's identity (1.8) in the form

Rathie and Choi [14] derived the Bailey identity (1.10) by using the same technique given in [13] and obtained four results closely related to it.

In fact, a number of identities associated with the product of generalized hypergeometric series have been investigated (see, e.g., [2, Chapter X]; see also [11, Entires 8.4.45-8.4.49]). In this paper, we aim to establish an identity involving the product of generalized hypergeometric series ${ }_{2} F_{2}$ by using the generalized Kummertype II transformation (1.7) and the following identity due to Bailey [1] (see also [6, Exercise 7.24 (a)])

The result presented here, being general, can be reduced to a number of relatively simple identities involving the product of generalized hypergeometric series, some of which are explicitly indicated to correspond to known ones.

## 2. Product Formula for ${ }_{2} F_{2}$

We present an identity involving product of ${ }_{2} F_{2}$, asserted in the following theorem.

Theorem 2.1. The following identity holds.

$$
{ }_{2} F_{2}\left[\begin{array}{rr}
a, 1+d ; &  \tag{2.1}\\
2 a+1, d ; & x
\end{array}\right]{ }_{2} F_{2}\left[\begin{array}{rr}
b, 1+e ; & \\
2 b+1, e ; &
\end{array}\right]
$$

$$
\begin{aligned}
& =e^{x}\left\{{ }_{2} F_{3}\left[\begin{array}{cc}
\frac{1}{2}(a+b), \frac{1}{2}(a+b+1) ; & \frac{x^{2}}{4} \\
a+\frac{1}{2}, b+\frac{1}{2}, a+b ; &
\end{array}\right]\right. \\
& +\frac{x(2 a-d)}{2 d(2 a+1)}{ }_{2} F_{3}\left[\begin{array}{cc}
\frac{1}{2}(a+b+1), \frac{1}{2}(a+b+2) ; & \frac{x^{2}}{4} \\
a+\frac{3}{2}, b+\frac{1}{2}, a+b+1 ; &
\end{array}\right] \\
& +\frac{x(2 b-e)}{2 e(2 b+1)}{ }_{2} F_{3}\left[\begin{array}{cc}
\frac{1}{2}(a+b+1), \frac{1}{2}(a+b+2) ; & \frac{x^{2}}{4} \\
a+\frac{1}{2}, b+\frac{3}{2}, a+b+1 ; &
\end{array}\right] \\
& \left.+\frac{x^{2}(2 a-d)(2 b-e)}{4 d e(2 a+1)(2 b+1)}{ }_{2} F_{3}\left[\begin{array}{cc}
\frac{1}{2}(a+b+2), & \frac{1}{2}(a+b+3) ; \\
a+\frac{3}{2}, b+\frac{3}{2}, a+b+2 ; & \frac{x^{2}}{4}
\end{array}\right]\right\} .
\end{aligned}
$$

Proof. Let

$$
\mathcal{L}:=e^{-x}{ }_{2} F_{2}\left[\begin{array}{rr}
a, 1+d ; \\
2 a+1, d ; & x
\end{array}\right]{ }_{2} F_{2}\left[\begin{array}{rr}
b, 1+e ; & \\
2 b+1, e ; & x
\end{array}\right] .
$$

Then

$$
\mathcal{L}:=\left\{e^{-\frac{x}{2}}{ }_{2} F_{2}\left[\begin{array}{rr}
a, 1+d ; &  \tag{2.2}\\
2 a+1, d ; & x
\end{array}\right]\right\}\left\{e^{-\frac{x}{2}}{ }_{2} F_{2}\left[\begin{array}{rr}
b, 1+e ; & \\
2 b+1, e ; &
\end{array}\right]\right\} .
$$

Using (1.7) in each factor of (2.2), we get

$$
\begin{align*}
\mathcal{L}= & \left\{{ }_{0} F_{1}\left[\begin{array}{cc}
-; & x^{2} \\
a+\frac{1}{2} ; & \frac{x(2 a-d)}{16}
\end{array}{ }_{0} F_{1}\left[\begin{array}{cc}
-\frac{x}{2 d(2 a+1)} & \frac{x^{2}}{a+\frac{3}{2} ;}
\end{array}\right]\right\}\right.  \tag{2.3}\\
& \times\left\{{ }_{0} F_{1}\left[\begin{array}{cc}
- & x^{2} \\
b+\frac{1}{2} ; & \frac{x(2 b-e)}{16}
\end{array}{ }_{0} F_{1}\left[\begin{array}{cc}
-\frac{x}{2 e(2 b+1)} & \frac{x^{2}}{16} \\
b+\frac{3}{2} ; &
\end{array}\right]\right\} .\right.
\end{align*}
$$

Expanding the right member of (2.3), we obtain

$$
\begin{aligned}
& \mathcal{L}={ }_{0} F_{1}\left[\begin{array}{rl}
-; & \frac{x^{2}}{16}
\end{array}\right]{ }_{0} F_{1}\left[\begin{array}{rl}
-; & \frac{x^{2}}{}\left[\begin{array}{rl}
16
\end{array}\right] \\
b+1 / 2 ; & 1 / 2 ;
\end{array}\right.
\end{aligned}
$$

$$
\begin{aligned}
& +\frac{x(2 b-e)}{2 e(2 b+1)}{ }_{0} F_{1}\left[\begin{array}{rr}
-; & \frac{x^{2}}{16} \\
a+1 / 2 ; & 16{ }_{0} F_{1}\left[\begin{array}{rl}
-; & x^{2} \\
b+3 / 2 ; & 16
\end{array}\right], ~
\end{array}\right. \\
& +\frac{x^{2}(2 a-d)(2 b-e)}{4 d e(2 a+1)(2 b+1)}{ }_{0} F_{1}\left[\begin{array}{rl}
-; & x^{2} \\
a+3 / 2 ; & \overline{16}
\end{array}\right]{ }_{0} F_{1}\left[\begin{array}{rl}
-; & \frac{x^{2}}{}\left[\begin{array}{rl}
16
\end{array}\right] .
\end{array}\right.
\end{aligned}
$$

Finally, using (1.11) in each term of the right member of the last identity, we are led to the right member of (2.1) with the factor $e^{x}$ deleted. This completes the proof.

## 3. Special Cases

The result (2.1), being general, can be reduced to yield a number of relatively simple identities, several of which are considered here.
(i) Setting $d=2 a$ in (2.1), we get

$$
\begin{aligned}
& e^{-x}{ }_{1} F_{1}\left[\begin{array}{c}
a ; \\
2 a ;
\end{array}\right]{ }_{2} F_{2}\left[\begin{array}{c}
b, 1+e ; \\
2 b+1, e ;
\end{array}\right] \\
& ={ }_{2} F_{3}\left[\begin{array}{c}
\frac{1}{2}(a+b), \frac{1}{2}(a+b+1) ; \\
a+\frac{1}{2}, b+\frac{1}{2}, a+b ;
\end{array}\right] \\
& \quad+\frac{x(2 b-e)}{2 e(2 b+1)}{ }_{2} F_{3}\left[\begin{array}{rr}
\frac{1}{2}(a+b+1), & \frac{1}{2}(a+b+2) ; \\
a+\frac{1}{2}, b+\frac{3}{2}, a+b+1 ; & \frac{x^{2}}{4}
\end{array}\right] .
\end{aligned}
$$

The identity (3.1) is found to be equivalent to a very recent result due to Kim et al. [5] who used a different method.
(ii) Taking $d=2 a$ and $e=2 b$ in (2.1), we have

$$
\begin{aligned}
& e^{-x}{ }_{1} F_{1}\left[\begin{array}{rr}
a ; & x \\
2 a ; & x
\end{array}\right]{ }_{1} F_{1}\left[\begin{array}{rr}
b ; & x \\
2 b ; &
\end{array}\right] \\
& \quad={ }_{2} F_{3}\left[\begin{array}{cc}
\frac{1}{2}(a+b), & \frac{1}{2}(a+b+1) ; \\
a+\frac{1}{2}, b+\frac{x^{2}}{2}, a+b ; &
\end{array}\right] .
\end{aligned}
$$

Using (1.3) in (3.2), we obtain Bailey's identity (1.10). So the identity (2.1) may be regarded as a generalization of Bailey's identity (1.10).
(iii) Setting $e=d$ and $b=a$ in (2.1), we find

$$
\begin{aligned}
e^{-x}\left\{{ }_{2} F_{2}\left[\begin{array}{rr}
a, 1+d ; & \\
2 a+1, d & ;
\end{array}\right]\right\}^{2}={ }_{1} F_{2}\left[\begin{array}{rr}
a ; & x^{2} \\
a+\frac{1}{2}, 2 a ; & \frac{1}{4}
\end{array}\right] \\
+\frac{x(2 a-d)}{d(2 a+1)}{ }_{1} F_{2}\left[\begin{array}{rr}
a+1 ; & x^{2} \\
a+\frac{3}{2}, 2 a+1 ; & \frac{x^{2}}{4}
\end{array}\right] \\
+\frac{x^{2}(2 a-d)^{2}}{4 d^{2}(2 a+1)^{2}}{ }_{1}{ }_{1} F_{2}\left[\begin{array}{cc}
a+1 ; & x^{2} \\
a+\frac{3}{2}, 2 a+2 ; & 4
\end{array}\right] .
\end{aligned}
$$

Taking $d=2 a$ in (3.3) yields Preece's identity (1.9). Therefore, the identity (3.3) can be looked upon as a generalization of Preece's identity (1.9).
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