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A novel qEEG measure of teamwork for human error analysis: An EEG
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a b s t r a c t

In this paper, we propose a novel method to quantify the neural synchronization between subjects in the
collaborative process through electroencephalogram (EEG) hyperscanning. We hypothesized that the
neural synchronization in EEGs will increase when the communication of the operators is smooth and
the teamwork is better. We quantified the EEG signal for multiple subjects using a representative EEG
quantification method, and studied the changes in brain activity occurring during collaboration. The
proposed method quantifies neural synchronization between subjects through bispectral analysis. We
found that phase synchronization between EEGs of multi subjects increased significantly during the
periods of collaborative work. Traditional methods for a human error analysis used a retrospective
analysis, and most of them were analyzed for an unspecified majority. However, the proposed method is
able to perform the real-time monitoring of human error and can directly analyze and evaluate specific
groups.
© 2018 Korean Nuclear Society, Published by Elsevier Korea LLC. This is an open access article under the

CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).

1. Introduction

Recently, the safety of nuclear technology has become a social
issue owing to the accident at the Fukushima nuclear power
plant in Japan [1], and it is necessary to have the technical
capability to cope with all possible risk factors. Many of the
major accidents in the field of nuclear power have been caused
by human factors. In the core meltdown of the TMI #2 nuclear
power plant in the United States, the problem of an interface
insufficiency and procedure implementation of the main control
rooms and emergency response facilities [2], the problem of
human factors owing to partial automation in the nuclear fuel
rods of the French Laurent Nuclear Power Plant, organizational
culture and communication problems such as organizational
communication and cooperation problems of employees, the JCO
critical accidents in Japan, and long-term concealment/false re-
ports of Tokyo Electric Power have been analyzed as human er-
rors [3,4]. Human error means that something has been done
that was not desired or intended by a set of rules or an external
observer, or that led the task or system outside its acceptable
limits [5]. Other factors that cause human error include training

and experience, procedures, instrumentation, time Available,
complexity, workload/time, pressure/stress, team/crew dy-
namics, available staffing, human-system interface, environment,
accessibility/operability of equipment, need for special tools, etc.

Although the range of factors causing human errors in a nuclear
accident is expanding, most of the measures for human error dur-
ing an incident include a retrospective analysis performed after the
occurrence of the incident, and a human reliability analysis (HRA)
[6] of only comprehensive situations such as the quantitative
probability and safety culture level. As a result, the techniques and
standards for human errors against individual human factors, such
as the potential adverse mental and physiological condition of the
individual when describing human errors in a nuclear accident are
still insufficient [3,4]. Therefore, the scope of technical efforts to
ergonomically address human error needs to be expanded, or an
effective solution must be developed.

One of the fundamental causes of human error is the lack of
communication between operators, that is, poor teamwork. In such
an environment, there is a high probability that personal mistakes
will occur and may lead to an accident. Therefore, a specific and
quantitative method for solving this problem is required. In this
paper, we propose a real-time teamwork quantification method
that is different from the conventional retrospective analysis in
order to analyze human errors. Human errors can be reduced by
quantifying and managing human factors such as communication* Corresponding author.
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or teamwork.
We hypothesized that the neural synchronization in EEGs will

increase when the communication of the operators is smooth
and the teamwork is better. We have studied the changes of brain
rhythm of multi-subjects through the electroencephalogram
(EEG) hyperscanning approach, which has recently attracted
attention in the field of neuroscience [7,8]. Hyperscanning refers
to the simultaneous recording of hemodynamic or neuro-
electrical activity in the brain [9,10]. We quantified the EEG
signal for multiple subjects using a representative EEG quantifi-
cation method, and studied the changes in neural synchroniza-
tion occurring during collaboration.

Traditional methods for a human error analysis used a retro-
spective analysis, and most of them were analyzed for an unspec-
ified majority. However, unlike traditional methods, the proposed
method can directly analyze and evaluate between individuals or
specific groups. In addition, the proposed method can be applied to
real-time interaction monitoring systems between operators
through quantification of brain activity in a cooperative
relationship.

2. Materials and methods

2.1. Subjects

This study was approved by the Korea Atomic Energy Research
Institute (Daejeon, Korea). The study included six healthy volun-
teers (male) over 20 years in age, and the subjects were previously
healthy with no abnormal laboratory results.

2.2. EEG recordings

EEG was recorded at two monopolar channels in the frontal
lobes (Fp1, Fp2 with the reference electrode in A2 of the interna-
tional 10e20 system) using a BIO-Single (BioBrain Inc., Daejeon,
Korea) with a sampling frequency of 256 Hz. The EEG was contin-
uously recorded before a ‘task’ (baseline), during a ‘task’, and after a
‘task’ (rest). A ninth-order Butterworth filter was used to remove
components above 50 Hz from the EEG signals.

2.3. Study design

The experiment was designed to demonstrate the hypothesis
that the neural synchronization increases as the subjects perform
the same task. We explored neural synchronization by letting two
subjects look for the wrong parts of a picture puzzle. The EEGs were
recorded simultaneously from two subjects during the experiment.
The experiment was carried out in three steps, ‘baseline’, ‘task’, and
‘rest’, which are shown in Fig. 1(a). The ‘baseline’ and ‘rest’ sections
were conducted with no conversation or movement for 90 s, with
their eyes closed. The ‘task’ section was conducted for 180 s after
the ‘baseline’ section, and a total of six pictures were presented 30 s
apart on the screen. As shown in Fig. 1(b), the picture puzzle con-
sists of two same pictures and has a total of 10 different parts. In the
‘task’ section, the participants were asked to find different parts of
the picture with minimal conversation, and a score (0�10) was
used to evaluate the performance of task in each picture.

2.4. EEG hyperscanning

One of the most important features of human behavior is inter-
personal collaboration; however, owing to the technical limitations
of brain imaging techniques that simultaneously track the brains of
multi-subjects during collaborative work, the neurological charac-
teristics explaining this part have been little known. However,
research on EEG such as fMRI and EEG is ongoing. The simultaneous
recording and analysis of brain hemodynamic or neuro-electrical
activity on multiple subjects is called ‘Hyperscanning’ [7e10].
Hyperscanning was proposed as a tool for social interaction research
in fMRI [11], and then applied to the neuroelectrical field to conduct
studies on decision making and attention [12,13].

The introduction of the EEG hyperscanning approach and the
portable EEG recording system provided ecological experiment
settings that allow people to interact naturally [13,14]. EEG-based
hyper-connectivity studies between subjects participating in
cooperating tasks showed validity in predicting cooperative be-
haviors [7e10]. In this paper, we propose a novel method to
quantify the neural synchronization between subjects in the
collaborative process through EEG hyperscanning.

Fig. 1. The study design. (a) Timeline of the experiment, (b) an example of the picture puzzle.
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2.5. Conventional methods

We compared three quantitative EEG (qEEG) methods to
confirm the changes in neural activities of multiple subjects.

2.5.1. Mutual information
Mutual information measuring the information shared by both

the X and Y signals [15], is generally defined as follows:

MIðX; YÞ ¼
X
x;y

pðx; yÞln pðx; yÞ
pðxÞpðyÞ (1)

where pðx; yÞ is the joint probability distribution function of X and
Y . Here, pðxÞ and pðyÞ are the marginal probability distribution
function of X and Y , respectively. This equation can be expressed as
a sum of the Shannon entropies, namely,

MIðX; YÞ ¼ HðXÞ þ HðYÞ � HðX;YÞ (2)

and when defining the EEG signals obtained from two different
regions of the brain as X and Y , (2) can be used to quantify the
degree of information shared by the two regions. In addition, by
applying this principle to multiple subjects, the amount of infor-
mation shared among multiple subjects can be confirmed.

2.5.2. Transfer entropy
Transfer entropy is the measurement used to quantify the effect

of information obtained from Y ðynÞ signal at a specific time n on
the X ðxnþ1Þ signal at a future time [16]. When defining each
probability distribution for xn and yn as pðxÞ and pðyÞ, respectively,
TE from Y to X is defined as follows:

TY/X ¼
X
x;y

p
�
xnþ1; x

ðkÞ
n ; yðkÞn

�
ln

p
�
xnþ1

���xðkÞn ; yðkÞn

�
p
�
xnþ1

���xðkÞn

� (3)

where xðkÞn denotes xn�ðk�1Þ, xn�2ðk�1Þ,…, xn�dðk�1Þ, in which d is the
embedding dimension and k is the embedding delay. We applied
the uniform embedding scheme [17] to evaluate TE, and we fixed
the embedding dimension and the embedding delay at 1 for
computational reasons [16]. TE in Eq. (3) can be obtained as follows:

TB/A ¼ HðAnþ1jAnÞ � HðAnþ1jAn;BnÞ
¼ HðAnþ1jAnÞ � HðAnÞ � fHðAnþ1;An;BnÞ � HðAn;BnÞg

(4)

where A is a target group and B is a source group. For a multivariate
random vector, A, assuming the Gaussian p.d.f. in Ref. [18], the
Shannon entropy [15] can be calculated as follows:

HðAÞ ¼ 1
2
lnð2peÞkjSAj (5)

where k is the number of random variables, SA is the covariance
matrix of A, and j , j denotes the matrix determinant.

2.5.3. Partial directed coherence
Recently, hyperscanning studies using PDC have been conducted

[7,8]. Partial directed coherence (PDC) is a Granger-causality [19]
based spectral estimator providing the directed influences be-
tween the pair of signals in a multivariate dataset [20].

When the n-dimensional time series signal is
xðtÞ ¼ ðx1ðtÞ; :::; xnðtÞÞ the vector autoregressive model (VAR) for x
can be expressed as follows:

XðtÞ ¼
Xp
r¼1

aðrÞXðt � rÞ þ εðtÞ (6)

where aijðrÞ indicates how the current value of xi linearly depends
on the past value of xj. It is the PDC that introduces this concept into
the frequency domain.

AðuÞ ¼ I �
Xp
r¼1

aðrÞe�iur (7)

Equation (7) above represents the difference between the n
-dimensional identity matrix I and the Fourier transform of the
coefficient sequence. Here, the PDC is defined as follows:

��pi�jðuÞ
�� ¼ ��AijðuÞ

��ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP
k

���AkjðuÞ
���2r (8)

PDCmeans the linear effect of xj on xi at frequency u, and can be
used to confirm the connectivity of the EEG signals to multiple
subjects.

2.6. Proposed method

The proposedmethod quantifies neural synchronization between
subjects through bispectral analysis. A bispectral analysis had been
carried out for EEG signal monitoring, and is used to study nonlinear
relationships in the recorded EEG from multiple electrodes, an
evaluation of the anesthetic effects, and EEG changes under various
physiological conditions [21,22]. These studies have shown that a
bispectral analysis can extract useful information that cannot be
obtained through a power spectral analysis. The bispectrum
approach is a method of measuring the degree of phase coupling
between two spectral components contained in a signal [22,23].
Unlike the PDC, which only uses the power spectrum, the phase
information is not ignored. The bispectrum magnitude is defined as

BfL�fH Hz

�
fi; fj

�
¼

�����X
l

XlðfiÞXl

�
fj
�
X*
l

�
fi þ fj

�

�
����� ; fi ; fj 2 ½fL ; fH � (9)

where Xl denotes the spectral component of the l th epoch, and X*
l

its conjugate. The power spectrum is a function for a single fre-
quency variable (fi), but the bispectrum is a function for two fre-
quency variables (fi, fj).

As an example of a bispectrum [22], consider the case of a
simple nonlinear system whose output gðkÞ is the square of its
input xðkÞ:

gðkÞ ¼ x2ðkÞ (10)

If the input signal is the sum of two sinusoids of frequencies f1
and f2, and random, independent phase angles q1 and q2, respec-
tively, the output signal is

xðkÞ ¼ cosðf1kþ q1Þþ cosðf2kþ q2Þ
gðkÞ ¼ 1þ cosððf1þ f2Þkþðq1þ q2ÞÞþ cosððf1� f2Þkþðq1� q2ÞÞ

þ1 =2cosð2f1kþ2q1Þþ1 =2cosð2f2kþ2q2Þ
(11)
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Fig. 2. The sum of the spectral values for the two bispectrum: (a) Bispectrum of signals made up of only independent fundamentals with random phases, (b) bispectrums of signals
made up of fundamentals with nonrandom (coupled) phase components.

Fig. 3. The cumulative bispectrum for 9 min: (a) gðkÞ, (b) g1ðkÞ.
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where q1 and q2 are random and independent. The frequency
components of the resultant signal gðkÞ, f1 þ f2, f1 � f2, 2f1 and 2f2
are dependent on f1 and f2. Then, the signal g1ðkÞ with the same
power spectrum as gðkÞ in equation (11) can be constructed by
adding together independent frequency components with fre-
quencies f1 þ f2, f1 � f2, 2f1 and 2f2.

g1ðkÞ ¼ 1þ cosðfakþ qaÞ þ cosðfbkþ qbÞ
þ1 =2 cosðfckþ qcÞ þ 1 =2 cosðfdkþ qdÞ

(12)

where fa ¼ f1 þ f2, fb ¼ f1 � f2, fc ¼ 2f1, fd ¼ 2f2, and qa, qb, qc, and
qd are random and independent. The signal g1ðkÞ has a completely
different phase structure than the output signal gðkÞ. Yet, its power
spectrum is identical to that of the signal gðkÞ. In the case of a signal
made up of only independent fundamentals with random phases,
g1ðkÞ, cumulative bispectrum from successive epochs will cause
components of the same frequency, but having random phase an-
gles, to cancel each other and thus sum to small value (Fig. 2a).
However, nonrandom (coupled) phase components will sum to big
non-zero value (Fig. 2b).

The cumulative bispectrum of these two signals gðkÞ and g1ðkÞ is
shown in Fig. 3. The frequency components f1 and f2 was set to 5 Hz
and 11 Hz, respectively. The phase angles q1 and q2 of the signal gðkÞ
were set to 0, and the phase angle qa, qb, qc, and qd of the signal
g1ðkÞ were set to random. The signals gðkÞ and g1ðkÞ were equally
divided into 4 s intervals to calculate the bispectrum. The bispec-
trum of gðkÞ and g1ðkÞ was cumulative for 9 min (135 epochs).

Fig. 4 shows an example of a bispectrum for an EEG dataset from

multiple subjects. Fig. 4(a) and (b) show the EEG signal of the
prefrontal lobe (Fp2) from two subjects, and Fig. 4(c) shows the
time evolution of bispectrum; the two vertical dashed lines indicate
the time points of the start and end of the task. For the data anal-
ysis, the EEG signal was equally divided into 4 s epochs. To compute
the bispectrum, the EEG signal is first divided into a series of epochs
adjusted to a zero mean value in order to exclude from analysis any
signal offset arising from electrode half-cell potentials [22].

According to Nikias and Raghuveer, an overlapping method is
effective in increasing the total number of epochs in the restricted
sampling records [24]. Bispectrumwas calculated by using the EEG
data for 32 s at a 4-s interval. Then, the bispectrum of EEGs from
two subjects was calculated by applying equation (11).

In the figure, the bispectrum shows higher values than ‘baseline’
or ‘rest’ section in the ‘task’ section. This result means that phase
coupling with two subjects increases in collaboration.

3. Results

The efficacy of the proposed method was confirmed in a total of
six subjects. To demonstrate the efficacy of conventional methods
and the proposed method, all methods were applied to the EEG
signal obtained during a period of 6 min, which included three
sections (baseline, task, and rest). The EEG signal was equally
divided into 4 s epochs and the sampling rate is 256 Hz. To prevent
the spectrum distortion owing to the Discrete Fourier Transform
(DFT) procedure, the Blackmanwindowwas applied to each epoch,
and the Fast Fourier Transform (FFT) was used to obtain the spectral
components.

Fig. 4. Example of bispectrum using EEG dataset (the two vertical dashed lines indicate the start and end of the task): (a) raw EEG signal from prefrontal lobe (Fp2) of subject A for
6 min, (b) Raw EEG signal from prefrontal lobe (Fp2) of subject B, (c) time evolution of bispectrum.
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Fig. 5. Example of conventional methods and proposed method using EEG data (the two vertical dashed lines indicate the start and the end of the task): (a) raw EEGs (Fp1 and Fp2)
of Subject A for 6 min, (b) raw EEGs (Fp1 and Fp2) of Subject B, (c) mutual information between subject A and subject B, (d) transfer entropy with MIB, (e) partial directed coherence
from subject A to subject B, (f) partial directed coherence from subject B to subject A, and (g) bispectrum between subject A and subject B.
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Fig. 5 shows the results of the proposed and conventional
methods such as mutual information (MI), transfer entropy (TE),
and partial directed coherence (PDC). The EEG signal derived from
four channels, Fp1 and Fp2 of each subject, was used for calculating
the conventional methods, and two EEG channels (Fp2 of each
subject) were used for the proposed method. The recording in-
tervals were divided into three sections according to the subject's
collaboration: section A is the baseline phase without an interac-
tion between subjects, section B is the task phase with collabora-
tion between subjects, and section C is the rest phase with their
eyes closed.

Fig. 5(a) and (b) show EEG channels for a total of 6 min before
and after a collaboration ‘task’; the two vertical dashed lines indi-
cate the time points of the start of the task section and end of the
task, respectively. Fig. 5(c) shows the results of mutual information
for the EEG signals of the prefrontal lobe (Fp1 and Fp2) from subject
A and subject B. The figure does not reflect the changewell, as there
is little change in the figure thereafter. Fig. 5(d) shows the results of
transfer entropy with minimum information bipartition (MIB) [25]
for the EEG signals of the prefrontal lobe (Fp1 and Fp2) from subject

A and subject B, and the time delay of TE is 7.8 ms. The MIB divides
channels into two subgroups such that they have the minimum
information flow. Then, among these partitions, the partition that
has the greatest amount of information is selected [25,26].
Although this method cannot avoid the directed or mediated in-
fluences between channels, it is suitable for reflecting the func-
tional integration and segregation of the EEGs. Fig. 5(e) and (f)
show the results of partial directed coherence from prefrontal
lobe (Fp2) of subject A to the prefrontal lobe (Fp2) of subject B and
vice versa, respectively. Fig. 5(g) shows the results of bispectrum for
the EEG signals of the prefrontal lobe (Fp2) from subject A and the
prefrontal lobe (Fp2) from subject B. In this figure, bispectrum
shows the remarkable trend of the increased figure at the task
section and the decreased figure after a task, clearly reflecting the
neural changes.

Fig. 6 shows the results of the conventional and proposed
methods for three groups (six subjects). Boxplots of all methods
at three sections (baseline, task, and rest) are expressed with
median values and quartiles (25e75%) for each section, respec-
tively. This result shows that the bispectrum value increases

Fig. 6. Boxplots of the conventional and proposed methods for three groups. The middle line is the median value: (a) group #1, (b) group #2, and (c) group #3.

Table 1
Statistics of all methods for three sections (mean(std)).

Meaures Group #1 Group #2 Group #3

baseline task rest baseline task rest baseline task rest

MI (� 101) 0.49(0.04) 0.41(0.013) 0.43(0.15) 0.51(0.14) 0.56(0.16) 0.84(0.23) 0.76(0.13) 0.61(0.20) 1.03(0.16)

TEMIB (� 102) 0.32(0.17) 0.23(0.05) 0.28(0.06) 0.37(0.06) 0.26(0.07) 0.30(0.07) 0.26(0.06) 0.30(0.07) 0.33(0.05)
PDC (S1/S2) 0.31(0.17) 0.30(0.07) 0.29(0.07) 0.26(0.08) 0.26(0.09) 0.29(0.07) 0.32(0.10) 0.30(0.09) 0.26(0.07)
PDC (S2/S1) 0.32(0.14) 0.22(0.09) 0.17(0.06) 0.51(0.07) 0.44(0.12) 0.36(0.08) 0.46(0.09) 0.38(0.08) 0.36(0.11)
Bispectrum 7.59(0.71) 8.69(0.51) 8.36(0.36) 8.01(0.26) 8.88(0.88) 8.84(0.06) 8.22(0.31) 8.83(0.44) 8.43(0.42)
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during collaboration. The statistics in each section are shown in
Table 1.

To quantitatively compare various methods and remove subject
dependency, the results of the measures were normalized with the
mean value of the baseline section for each subject, which are
shown in Fig. 7. In the figure, except for the bispectrum, no
noticeable change is observed. In the bispectral analysis, the ten-
dency for the bispectrum value to increase in the task section is
clearly shown, and it can be seen that it increased bymore than 20%
on average compared with the baseline.

To verify whether the results of the bispectral analysis is due to
collaboration, we confirmed the bispectrum results for the arbi-
trary combinations (12 combinations) of six subjects excluding the
pairs that participated in the experimental series. As shown in
Fig. 8, the bispectrum results for the arbitrary combinations does
not reflect the change in the neural synchronization.

4. Conclusions

In this paper, to analyze and prevent human error, which is one

Fig. 7. The normalized and averaged results of three groups: (a) MI, (b) TE with MIB, (c) PDC (S1/S2), (d) PDC (S2/S1), and (e) Bispectrum.

Fig. 8. Verification of bispectral analysis results (the red line indicates the median value): (a) bispectrum for arbitrary combinations of six subjects (m of the task section is 1.028 and
m of the rest section is 1.017), and (b) bispectrum for three groups (m of the task section is 1.201 and m of the rest section is 1.166). (For interpretation of the references to colour in this
figure legend, the reader is referred to the Web version of this article.)
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of the main causes of a nuclear accident, we studied a quantitative
index for evaluating the activities related to mutual interaction and
teamwork among the operators. We used ‘EEG hyperscanning’ to
test the neural synchronization of multi-subjects and applied
conventional methods and the proposed method used for EEG
quantification. A collaborative experiment was performed to verify
the hypothesis that the brain rhythm in the ‘rest’ phase, where
there is no communication between subjects, and the brain rhythm
in the ‘task’ phase, which is collaborative, will be different.

The absence of neural synchronization does not mean that some
error has been committed. To obtain such evidence, wemay have to
design experiments to register human error. It is not easy to derive
a direct relationship between human error and neural synchroni-
zation. However, we confirmed the neural synchronization during
cooperative work using a ‘bispectral analysis’ and confirmed the
possibility of evaluation as an index for a human error analysis. In
the present stage, the proposed method can be used to scan for
abnormalities of the operators before working, and it is expected
that the proposed method will be possible to monitor the status of
the operators in real time through the development of a minia-
turized andwireless EEG sensor. However, to increase the reliability
as an index, experiments of various brain regions and further
supplementation of performance are required.
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