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In this manuscript, we present a method for the direct calculation of an ambient dose equivalent (H4( 10))
for the external gamma-ray exposure with an energy range of 40 keV to 2 MeV in an electronic personal
dosimeter (EPD). The designed EPD consists of a 3 x 3 mm? PIN diode coupled to a3 x 3 x 3 mm? Csl
(TI) scintillator block. The spectrum-to-dose conversion function (G(E)) for estimating H'(10) was
calculated by applying the gradient-descent method based on the Monte-Carlo simulation. The optimal
parameters for the G(E) were found and this conversion of the H(10) from the gamma spectra was
verified by using 2‘”Am, 137Cs, 22Na, 54Mn, and %%Co radioisotopes. Furthermore, gamma spectra and H*( 10)
were obtained for an arbitrarily mixed multiple isotope case through Monte-Carlo simulation in order to
expand the verification to more general cases. The H'(10) based on the G(E) function for the gamma
spectra was then compared with H'(10) calculated by simulation. The relative difference of H'(10) from
various single-source spectra was in the range of +2.89%, and the relative difference of H'(10) for a
multiple isotope case was in the range of +5.56%.
© 2019 Korean Nuclear Society, Published by Elsevier Korea LLC. This is an open access article under the
CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).

1. Introduction

Since the time that radiation was introduced to modern medi-
cine, nondestructive testing (NDT), and material-process industries
(including nuclear power plants), some specific quantities such as
the air exposure, the air kerma, and equivalent or effective doses
have been used in order to evaluate the risk of health effects on
radiation workers and the public. The International Commission on
Radiological Units and Measurements (ICRU) has defined meas-
ureable quantities that provide convenient and appropriate eval-
uations for area and personal radiation monitoring as well as
dosimetry [1]. In particular, for photons (gamma-rays and X-rays)
and neutrons above the energy of 15 keV, an appropriate quantity
for monitoring a specific area was defined as the ambient dose
equivalent H"(10). The definition of H*(10) is the dose equivalent
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that would be produced by a corresponding expanded and aligned
field at a depth of 10 mm in the ICRU sphere on the radius opposing
the direction of the aligned field [1]. However, despite its simple
definition, the practical measurements by using any radiation de-
tector are not trivial because the precise conversion from the
measured signal to H'(10) value is difficult for many reasons. GM
counters and plastic scintillation detectors are the most inexpen-
sive and widely used radiation detectors, but they are subject to
some limitations to be used as dosimeters.

Firstly, the most simple but most popular radiation detector is
the Geiger-Muller (GM) counter. However, the GM counter cannot
provide spectral data, but only provides counts or count rates.
Therefore, in order to use the GM counter as a dosimeter, a typically
specific design of a GM counter wall is necessary to guarantee that
the count is proportional to the final target quantity such as the air
exposure or H'(10). This method is imperfect because of the non-
linearity of the count-to-dose conversion over a wide gamma-ray
energy range. In practice, GM-based dosimeters are used with a
periodic calibration process at only 662 keV emitted from a
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standard *’Cs source worldwide. Secondly, one kind of ideal de-
tector for gamma-ray absorbed dose measurements is a plastic
scintillation detector. This is because plastic is a tissue equivalent
material in its atomic composition. Therefore, in a sense, the light
yield of the plastic scintillator is proportional to H'(10), but the
plastic scintillator requires a large volume at low dose rates or at
high energies due to its extremely low interaction efficiency [2].
Furthermore, it is very difficult to identify the types of radioisotopes
from the gamma spectra from typical plastic scintillators since
there are no prominent photo-peaks for gamma rays. Other types of
radiation detectors, such as gas ionization chambers and propor-
tional counters, inorganic scintillation detectors, and semi-
conductor detectors, can provide a gamma-ray spectrum with
photo-peaks, which can be used to identify the gamma-ray sour-
ces, i.e. isotope types. The energy spectra of these detectors can be
used to estimate dosimetric quantities such as the air exposure, the
air kerma, H'(10), and activities of individual gamma sources
through a conversion process. Several studies have shown that
H"(10) can be obtained using inorganic scintillators such as Nal(Tl),
CsI(TI), LaBr3(Ce), and semiconductor detectors from the gamma-
ray spectra [2—6].

There are two methods for estimating H"(10) from the gamma-
ray spectra. The first method is a two-step process. The first step is
to deduce the fluence spectrum of the gamma-rays incident onto
the detector from the measured gamma-ray spectrum of a partic-
ular detector in use. This fluence spectrum could be a sum of in-
dividual gamma-rays energy spectra. This is typically done by
stripping or unfolding the measured spectrum using a detector
response matrix, which is calculated by Monte-Carlo simulations
with an assumed geometry and detector information such as shape,
size, and material composition [2—5]. As a second step, H'(10) can
be calculated via the gamma-ray fluence-to-H'(10) conversion
factors, C(E), provided by ICRP 74 publication [7].

The second method is to use the spectrum-to-dose conversion
function, G(E), directly. This method has been used to obtain the air
exposure, the air kerma, or the ambient dose rates, H'(10), etc.
directly from the measured spectra [8—13]. The G(E) function is
typically described by a polynomial function that has the power of
the natural logarithm of the energy, and their coefficients can be
calculated by the least-squares method (LSM) when the measured
spectra and H'(10) values of a number of gamma-ray sources are
available. These H'(10) values can be calculated with the C(E)
function for the sources of known activities at a specific distance or
can be measured by other calibrated dosimeters.

In this work, we propose an electronic personal dosimeter (EPD)
for gamma-ray detection, of which the main body is operated by a
mobile app via Bluetooth communication. The gamma-ray sensor is
a3 x 3 x 3 mm? CsI(T1) scintillation detector glued onto a 3 x
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3 mm? PIN diode chip. The proposed EPD system can directly
measure H'(10) in real time using the G(E) function. The G(E)
function of the sensor was obtained by the gradient-descent
method (GDM), which is one of the neural network techniques.
As input variables, the gamma spectra and H'(10) values were
provided by using Monte-Carlo simulation (MCNP6) [14]. The val-
idity of the Monte-Carlo simulation results was verified by
comparing with the measurements of spectra from five isotopes.
Finally, the relative differences of the H*(10) values obtained by the
G(E) function method and the MCNP6 option for H*(10) were esti-
mated for the same simulation condition.

2. Materials and method
2.1. EPD hardware

A schematic of the main body of the proposed EPD system is
shown in Fig. 1. The main body of the EPD consists of a sensor
module (a3 x 3 x 3 mm?> CsI(T1) scintillator cubical block coupled
onto a 3 x 3 mm? PIN diode chip), a signal processing board (a
preamplifier, a shaping amplifier, a sample and hold circuit, and a
micro control unit (MCU) with a Bluetooth module) and a power
supply circuitry.

The most widely used radiation detector is the scintillation
detector, e.g., a scintillator combined with a photodetector.
Conventionally, vacuum photomultiplier tubes (PMTs) are the
popular choice for photodetectors in a scintillation detector due to
their high quantum efficiency in 400 nm range, high gain, high
single photon sensitivity, fast response, and low noise. However,
their bulky size and high operation voltage (1000—3000 V) became
limiting factors when it came down to constructing a portable
radiation-monitoring device, for example, an EPD. Thus, because of
these disadvantages of PMTs, silicon photomultipliers (SiPMs) have
been considered as an alternative solution in replacing traditional
PMTs due to their comparable high gain, good detection efficiency,
fast response, compactness, and low operation bias (24—70 V)
[15—17]. Nonetheless, relatively high dark currents generated from
most of current the SiPMs are even more challenging to integrate
SiPMs for EPDs in terms of power management. The size of a power
supply required to operate SiPMs for a few days or so is still large
and bulky, especially for EPDs. On the other hand, the silicon-based
PIN diode has been a widely used solid-state photodetector for the
scintillation detectors due to their good detection efficiency at a
>500 nm range, fast response, excellent energy resolution, low
operation voltage, and low cost [18—20]. Since the PIN diode and
the preamplifier are the more susceptible parts to electronic noise
in comparison to the rest of the components in the signal pro-
cessing unit of the proposed EPD system, an appropriate shielding
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Fig. 1. A simplified schematic of the signal processing unit in the main body of the EPD.
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enclosure, e.g., an aluminum shielding case, was adopted. Consid-
ering space limitation the minimum efficiency, as well as the
fabrication cost, the size of the PIN diode was set as 3 x 3 mm? in
this study.

As for the choice of scintillator for the EPD, it is necessary to
have a high detection efficiency, wide dynamic range, good energy
resolution, and a low production cost. More importantly, it must
have a good light yield to generate a sufficient amount of charge
signals. The CsI(Tl) scintillator is an inexpensive inorganic scintil-
lator that offers a good light yield and an optimal peak emission
wavelength. One disadvantage of the CsI(Tl) is that it has a longer
decay time in comparison to the other inorganic scintillators [21].
However, EPDs do not require fast signal processing, so this does
not influence the detection performance. Therefore, the CsI(Tl) with
a size of 3 x 3 x 3 mm?® was chosen as the scintillator for the
proposed EPD system.

To power the amplifiers, the voltage is converted to +3 V in the
main body printed circuit board (PCB) from the external lithium-
polymer battery output of 3.7 V. As for the PIN diode, the same
3 V that powers the amplifiers was drawn in order to operate the
detector that minimizes the overall power consumption and the
complexity of the board design. The generated output pulse from
the PIN diode is amplified through the preamplifier and shaping
amplifier to achieve a sufficiently large signal for the MCU. The
preamplifier is composed of a charge sensitive amplifier (CSA) that
converts the charges received from a PIN diode into a voltage, and
the shaping amplifier is composed of a CR-RC? filter including pole-
zero cancellations. At this stage, the pulse width generated from the
shaping amplifier is approximately 40 ps. The reason for a relatively
long shaping time is because the pulse amplidue of the preamplifier
(Vpreamp) is so small (in order of a few mV) that it takes longer time
to amplify Vpreamp. It should be noted that the shaping time is
longer than other known scintillation detectors such as PMTs and
SiPMs. Nonetheless, this is not an issue for the designed EPD
because the measurement period of the incoming photons does not
have to be fast in case of natural radiation detection applications.

The threshold voltage (V) of the comparator, which is supplied
by the digital-to-analog converter (DAC) in the MCU, is set to above
the electronic noise level which is equivalent to about 40 keV
gamma-ray. When the generated trigger signal (Virigger) is supplied
to the MCU, the peak signal (Vpeq) of the shaping amplifier is sent
to the MCU through the sample and hold unit. Then, in 10 ps, a reset
signal (Vjeser) is generated by the MCU and sent back to the sample
and hold unit to reinitialize the shaping amplifier. The recorded
peak signal is then transferred to a 10-bit analog-to-digital con-
verter (ADC) in the MCU, where the ADC signal is finally trans-
mitted to the mobile phone via Bluetooth communication to obtain
gamma spectra. This process is repeated until the data acquisition
duration reached the time set by the EPD.

2.2. H'(10) calculation

The relationship between the measured spectrum M(E) and the
incident fluence rate ®(Eyp), where Ej is the incident photon energy,
can be expressed as

Emax
J R(E, Eo)é(Eo)dEq (1)
Emin

M(E) =

where R(E,Ey) is the response function of the EPD system, Ep, is the
minimum gamma-ray energy, and E;gy is the maximum gamma-
ray energy. In this study, Epin, and Epqx were set to be 40 keV and
2000 keV, respectively, after considering the electronic noise level

and practial limit of gamma-ray energy. Furthermore, the ambient
dose equivalent rate H'(10)(Eo) (in uSv/h) generated at a given
fluence rate ¢(Ey) can be described as

H™(10)(Eo) = ¢(Eo)C(Eo) (2)

where (C(Ep) is the fluence-to-dose conversion factor, which is equal
to

. Emax
C(Eg) = % = [ R(E, Eg)G(E)dE (3)
Enin

where G(E) is the general spectrum-to-dose conversion function.
Thus, in the case of a multi-energy radiation exposure, the ambient
dose equivalent rate H(10) can be described by combining Eq. (1)
and Eq. (3):

E’HUX
H'(10)=) $(E)C(E) = [ o(E)R(E, E;)G(E)dE
i i E;nin
Em_ax
~ | SSoERE EiGEdE
Emin
ETVIHX N
= | ME)GE)E = > M(E)G(E)
Enin i=1

(4)

where the subscript i is the index for the incident gamma-ray
photons from a specific source and has a specific energy, and N is
the number of channels, or in this case, N = 1024. The h(E) is the
converted spectra for H'(10).

According to previous studies related to the G(E) function
[8—13], G(E) can be expressed as Eq. (5), and the ambient dose
equivalent rate H'(10) can be represented by Eq. (6):

KMAX

G(E)= Y A(K)(log E)* ™" (5)
K=1

where A(K) is a parameter, KMAX is the total number of A(K) terms,
and M is a constant.

H'(10) = Y M(E;) Y A(K)(logkp) ™! (6)

N KMAX
=1 K=1

In the past, several studies have obtained the parameter A(K) by
applying the least-square method (LSM) on the measured spectra
and dose rates in order to calculate G(E) [10—12].

Despite the fact that the LSM provides optimal estimates of
unknown parameters, the method is quite sensitive to the presence
of abnormal data points in the provided data set for fitting. As a
consequence, one or two irregularities in the input dataset can
often skew the LSM output significantly. In contrast, the gradient-
descent method (GDM) utilizes the iterative optimization method
and therefore, the GDM offers more advantages over the LSM in
terms of finding the optimal estimates via iterative process.
Therefore, the parameter A(K) was determined by applying the
GDM to find the optimal variables owing to the fact that A(K) de-
pends on the value KMAX. Furthermore, we generated the function



1994 K. Park et al. / Nuclear Engineering and Technology 51 (2019) 1991—-1997

G(E) by using the gamma spectra and H(10) that correspond to 99
mono energies ranging from the minimum energy of 40 keV to the
maximum energy of 2000 keV with a step of 20 keV via Monte-
Carlo simulation using MCNP6 to accurately fit the G(E) function.
This is because ther are not enough number of radioisotope check-
sources available to cover the energy region of interest for the
designed EPD. Furthermore, the accuracy in fitting the G(E) function
increases with increasing number of spectra and H*(10). In this case,
the value M in G(E) was set to zero because the effect of the value M
on the dose rate accuracy was known to be negligible in a previous
study [12].

The mean squared error (MSE) function for the GDM can be
expressed as

L 2
MSE[A(0), A(1), ...,A(KMAX)] Z( (10)exp. m H*(lo)known‘m>
1=1

)

t-\—k

where H*(IO)exp is the expected ambient dose equivalent rate,
H"(10)known is the known ambient dose equivalent rate calculated
from the Monte-Carlo simulation, and L is the number of simulated
spectra, which is equal to 99. Then the parameter A(K) can be ob-
tained using the GDM to minimize the MSE, i.e.,

A1) =A(K) - a

MSE[A(0), A(1), ...,A(KMAX)]  (8)

AK)

where j is the iteration index, « is the learning rate, and the value K
ranges from 1 to KMAX. In general, the value KMAX is selected from
8 to 14. However, KMAX is selected from 2 to 20 in order to identify
the error based on the KMAX value because the accuracy of the dose
rate improves when the value of KMAX is greater than 15 [12]. The
differentiation term in Eq. (8) can be expressed as Eq. (9) and the
differentiation term of Eq. (9), can be expressed as Eq. (10):

10 ¢

CPS

]

1E-3

Energy (keV)

Fig. 2. Gamma spectra measured by EPD on multiple radioisotopes.

range. This implies that the discrepancy between the response
function of the detector R(E, Eg) and the dose at Ej is significant in
terms of the energy response. Thus, an appropriate G(E) function
should be used to solve this problem.

The parameters A(K) in the G(E) function in Eq. (5) were calcu-
lated using the GDM for KMAX ranging from 2 to 20. For all of the
KMAX values, the parameters A(K) were initially set to zero, and the
learning rate was set as 0.001. To determine the optimal value for
KMAX, the gamma spectra of 24! Am, 137Cs, #Na, >*Mn, and ®°Co were
converted to H'(10) by using each G(E) function. Then the root-
mean-square error (RMSE) for evaluating the G(E) function for
different KMAX values can be obtained through Eq. (11)

0 2 L * aDexpl
——~—MSE[A(0), A(1 LAKMAX)] = — (10 — 10 : 9
aA(Kj) [ ( )> ( ) L ;( )exp 1 ( )known,l) aA(Kj) ( )
aDexpl N Kuax K-1 T 2
(')A K :Z] I; lOgEi) (10) RMSE = ; H (10 measured, t — H (lo)calculated, t) /T

By using the equations above, the value A(K) was selected where
the MSE function had the smallest error. Then, the function G(E)
was finally obtained for each corresponding parameter A(K). In
addition, the value of KMAX of the G(E) function was chosen for
H"(10) to have a small error value for five radioisotope sources of
241 Am, 137Cs, 2Na, **Mn, and %°Co.

3. Results and discussion

The gamma energy spectra for the radioisotopes of 4/Am, 137Cs,
22Na, >*Mn, and ®°Co were obtained in the proposed EPD system, as
shown in Fig. 2. The spectrum acquisition time was 300 s and the
distance between the isotope source and the detector was set to
5 cm. The sensitivity of EPD (in CPS/uSv/h) for H*(10) for *4’Am,
137¢s, 22Na, **Mn, and %°Co were measured as 922.3, 27.2, 24.4, 20.8,
and 12.5, respectively. The result shows that the energy response to
137Cs in the low-energy range is higher than that in the high-energy

(11)

where H'(10)measured is the ambient dose equivalent from the
measured gamma spectra using each G(E) function, H( 10)calculated 1S
the ambient dose equivalent calculated from the source strength,
and T is the number of radioisotopes, which is equal to five in this
case.

Fig. 3 shows the RMSE as a function of KMAX values ranging from
2 to 20. From the figure, we found that the smallest RMSE value,
0.0019, was obtained when the value KMAX was equal to 19. Then
the function G(E) for H*(10) was obtained for KMAX = 19, as shown
in Fig. 4.

Fig. 4 shows that the value of G(E) varies with respect to the
incident photon energy. The role of the G(E) function in the EPD is
to equalize the high response at a low energy region and the low
response at a high energy region, like a weighting factor. Then the
converted spectra for H'(10), h(E), can be obtained by multiplying
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Fig. 4. The G(E) as a function of incident photon energy for H'(10).

the number of total counts in each channel to the corresponding
G(E) values. H'(10) can also be acquired by summing up all G(E)
values. Fig. 5 shows the spectra of *’Cs and %°Co acquired from the
EPD and the converted spectra h(E) by using the corresponding G(E)
functions.

From Fig. 5, we see that h(E) for %°Co exhibits photo-peaks
corresponding to 1.17 MeV and 1.33 MeV,which are more intui-
tively distinguished than the existing spectrum due to the high
G(E) value in the high energy region. In addition, we see that the
partial absorption such as Compton scattering in the low energy
region is reduced while the full energy peak is more distinguished.

1995
6 - . - T . 0.6
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—— h(E) of 'Cs
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Fig. 5. The measured spectra for *’Cs and ®°Co and the converted spectra, h(E), for
H'(10).

Thus, it is advantageous to utilize a small-sized PIN diode in EPDs
not only for measuring the H'(10), but also for identifying radio-
isotope types. Table 1 shows the dose measurements acquired
from the designed EPD for each source with the G(E) function
obtained by the LSM and GDM. We can easily see that the LSM
shows a large relative difference of —13.88% at the low energy
region of >Am. In contrast, the difference is much smaller with
the GDM, i.e., +2.89% for all energies and therefore, this clearly
demonstrates that the G(E) function obtained by is GDM more
accurate than that of the LSM.

Fig. 6 shows the energy response normalized to 662 keV of 7Cs
of H*(10) for five radioisotopes using Eq (12).

CPSg
H™(10),
CPSesakev

H (10)662kev

Energy response = (12)

where P

H(10);
H.ﬁ%ﬁéav is the sensitivity at 662 keV of *’Cs (in CPS/uSv/h).

As for the counting method that is typically used in conventional
EPDs, the energy response was high in the low energy region while
the response was low in the high energy region. However, the
energy response obtained through the converted spectra h(E) using
the G(E) function lie in between the values of 0.97 and 1, which is
equivalent to + 3% for the photon energy ranging from 59.5 to
1250 keV. Thus, this clearly demonstrates that the obtained G(E)
function can correct the energy response of the designed EPD with
a higher accuracy in comparison to that of the conventional
counting method.

Since the designed EPD operates in a pulse mode, the maximum
dose rate can be determined according to the pulse period in the
system:

is the sensitivity at an energy E (in CPS/uSv/h),

Table 1
G(E) used to measure H'(10).
Isotope Mean energy (keV) H’(10)caicutated H'(10)measured_Lsm LSM relative difference (%) H'(10)measured_cpm GDM relative difference (%)
(uSv/h) (uSv/h) (uSv/h)
2414m 59.5 0.0504 0.0434 -13.88 0.0502 0.4
137¢s 662 24.28 24.28 0 24294 0.06
2’Na 784 15.017 14.781 —-1.574 14.986 -0.21
>Mn 835 1.316 1.289 -2.02 1.279 -2.89
50co 1250 35.729 35.584 -0.41 35.735 0.02
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Fig. 6. The energy response to ’Cs of H'(10) for the designed EPD.
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Fig. 7. The gamma spectra of mixed multiple sources of '*3Ba, ??Na and ®°Co obtained
by Monte-Carlo simulation and the converted spectra, h(E), for H(10).

H*(lo)maX[Sv/h} = ¢(Emax) X C(Emax)
 CPSmax
N &'(Emax)

x C(Emax) % 3600sec (13)

where ¢(Emqgx) is the fluence at the measured maximum energy
Emax, C(Emax) is the ﬂuence—to—H*( 10) conversion factor at Epgy,
CPSpmax is the maximum measurable counts per second and e(Epax)
is the detection efficiency at Epgx. The maximum energy that the
designed EPD system can detect is equal to 2 MeV and CPSpqx is

equal to 25,000 counts per second due to its long shaping time.
Furthermore, the ¢(2MeV) was obtained by a MCNP simulation
which is equal to 6.15% and C(2MeV) was obtained according to
ICRP74. Given that C(2MeV) at the detector size of 0.09 cm? is equal
to 95.6 pSv, the maximum detectable dose rate of the designed EPD
system is approximately equals to 140 mSv/h.

Furthermore, it is necessary to verify the accuracy of H'(10)
conversion in the case of multiple sources. Since available gamma
check sources were limited, different types and activity ratios of
radioisotopes were generated via the MCNP6 simulation. Fig. 7
shows an example of the gamma spectra and the converted
spectra h(E) obtained for a mixed source of '**Ba, ?’Na, and %°Co
with 51%, 29%, and 20% activity ratios, respectively. The radio-
isotopes were well identified by photo-peaks from the obtained
h(E). Table 2 shows the calculate H(10) based on the G(E) func-
tion for each spectrum based on the simulation. From the result,
we can clearly see that the relative differences for all cases fall
within +5.56%, even for the multiple radioisotope case.

4. Conclusion

In this manuscript, we demonstrated a gamma spectroscopy
based conversion method for H(10) in an EPD with a 3 x 3 mm?
PIN diode coupled to a 3 x 3 x 3 mm> CsI(Tl) scintillator. The
function G(E) was obtained by applying the GDM to convert the
acquired spectrum to its corresponding H'(10) directly. Under the
identical condition, the gamma spectra for *4’Am, *7Cs, %’Na,
>4Mn, and %°Co were obtained by using the designed EPD. Then,
the measured gamma spectra were converted to H*(10) using the
G(E) function by the GDM. From the results, we found that the
relative differences of all five isotopes fall within the range of
+2.89% and therefore, we demonstrated that the G(E) function
obtained by the GDM holds more accurate results than that of the
G(E) function obtained by the conventional LSM. In addition, the
energy response of H'(10) fell within +3% for photon energies
ranging from 59.5 to 1250 keV. Furthermore, the gamma spectra
and H'(10) were obtained by mixing various ratios of several ra-
dioisotopes via Monte-Carlo simulation to verify the accuracy of
the H'(10) conversion in the case of a multiple radioisotope case.
By comparing the H'(10) calculated from the G(E) function with
the simulated H"(10), we found that the relative difference was in
the range of +5.56%. Furthermore, the proposed method for
acquiring the G(E) function through the GDM is not only appli-
cable for scintillation detection with PMTs or SiPMs, but also for
direct detectors such as CZT and CdTe. For future work, we plan to
compare and analyze the performance of the G(E) function based
on the GDM by applying the fabricated EPD system with respect to
other commercial EPDs.

Table 2
G(E) used to measure H"(10) for multiple sources.
Isotopes H'(10)caicutated H'(10)measured Relative difference (%)
(uSv/h) (uSv/h)
133Bq (51%) +2°Na (29%) + %°Co (20%) 8.823 8.852 0.33
133Bq (30%) + 311 (21%) + %°Co (21%) + 1%%Ir (17%) + >*Mn (11%) 7.821 8.079 3.19
54Mn (54%) + °Co (28%) + 2*Na (18%) 11.116 10.536 -55
>4Mn (42%) + 2°Na (27%) + %°Co (24%) + *7Cs (7%) 10.885 10.312 ~5.56
>4Mn (40%) + P11 (32%) + *3Ba (21%) + 37Cs (7%) 6.634 6.398 —~3.69
22Na (36%) + 37Cs (32%) + 0Co (28%) + %Ir (4%) 10.934 10.511 —4.02
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