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Abstract 
This paper presents an optimal implementation of a Daubechies-based pipelined discrete wavelet packet 
transform (DWPT) processor using finite impulse response (FIR) filter banks. The feed-forward pipelined (FFP) 
architecture is exploited for implementation of the DWPT on the field-programmable gate array (FPGA). The 
proposed DWPT is based on an efficient transpose form structure, thereby reducing its computational complexity 
by half of the system. Moreover, the efficiency of the design is further improved by using a canonical-signed 
digit-based binary expression (CSDBE) and advanced functional sharing (AFS) methods. In this work, the AFS 
technique is proposed to optimize the convolution of FIR filter banks for DWPT decomposition, which reduces 
the hardware resource utilization by not requiring any embedded digital signal processing (DSP) blocks. The 
proposed AFS and CSDBE-based DWPT system is embedded on the Virtex-7 FPGA board for testing. The 
proposed design is implemented as an intellectual property (IP) logic core that can easily be integrated into DSP 
systems for sub-band analysis. The achieved results conclude that the proposed method is very efficient in 
improving hardware resource utilization while maintaining accuracy of the result of DWPT. 
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1. Introduction 

The wavelet transform (WT) plays an important role in signal processing applications, especially in 
decomposing signals into various sub-bands, feature analysis, modeling and reconstruction. The 
advantages in excellent locality of the WT in the time-frequency domain overcome the conventional 
transforms, such as the Fourier transform. Ever since the discrete wavelet transform (DWT) is introduced 
by Mallat [1], it is widely used in many different applications due to its multiresolution ability in signal 
analysis. The DWT has been successfully and extensively used in most fields, including image processing 
[2], audio and video compression [3], signal denoising [4], pattern recognition [5], biomedical 
applications [6,7], and adaptive filtering [8]. 

The discrete wavelet packet transform (DWPT) is a generalizable version of the DWT, which provides 
good resolution in the time–frequency domain. Due to its flexibility, the DWPT is also extensively used 
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in applications of image processing and video coding, digital communication systems, signal analysis and 
enhancement [9,10], and monitoring applications related to fault diagnosis in machinery [11-13], in 
which the DWPT is successfully employed to analyze the essential defect information in the non-
stationary signals because of its decomposition ability to separate the signals into the low-frequency and 
high-frequency sub-bands. The DWPT decomposes more effective than the DWT for both high-frequency 
and low-frequency information from a signal; thereby, it obtains the most efficient and useful information 
description from the signal. The localization of time–frequency analysis in the short-time Fourier 
transform (STFT) is overcome via a discrete time–frequency representation of signals in the DWPT [14]. 
A disadvantage of the STFT is the usage of a fixed width window and hence requires trade-off between 
time and frequency decomposition. Thus, the WT has been successfully developed for analysis of signals 
in the time–frequency domain. The width of window function in the wavelet domain is adjusted 
appropriately so that the low-frequency components are offered by a larger frequency resolution, whereas 
a larger time resolution provides for the high-frequency components of the signal. However, the DWT 
only offers non-uniform frequency sub-band decomposition of input signal [4]. This shortcoming can be 
solved by using the DWPT, which provides an uniform frequency sub-band resolution for signal analysis; 
therefore, it is more popular used in harmonics estimation applications [10]. 

As mentioned above, the DWPT performs better than DWT. Many hardware solutions have been 
performed in order to provide efficient implementations for the DWT [15]. However, there are not many 
solutions for the DWPT. The development of specific architectures for the DWPT has attracted 
widespread attention by experts from various fields. Several of the reported hardware methods for the 
WT claimed satisfactory performance, but their hardware implementations still suffer from many 
problems of high complexity and extensive hardware resource requirements. Therefore, the design of an 
efficient DWPT processor is a matter of great significance. With fast advances in the technology, it is 
possible to implement an integrated circuit for specific applications. The DWPT is mainly implemented 
using technologies, such as digital signal processors (DSPs), application-specific integrated circuits 
(ASICs), and field-programmable gate arrays (FPGAs) [4,10,12]. An FPGA is notably useful for 
implementing DWPT processors. It is a programmable logic device which offers more flexibility, requires 
less design time; also has cost less than ASICs or DSPs. Moreover, the increasing gate density of FPGAs 
in recent years has enabled researchers to exploit the inherent parallelism in signal processing algorithms 
by implementing massively parallel architectures. Furthermore, the computer-aided design software has 
been significantly increased to develop FPGA-based designs that allow the complicated systems to be 
implemented with an easy and efficient solution. 

In this paper, we propose an efficient pipeline architecture for the Daubechies mother wavelet function-
based DWPT processor and present an implementation of this architecture on an FPGA platform. The 
proposed architecture is designed as a DWPT IP logic core, which can be integrated into DSP systems for 
time-frequency signal analysis. The proposed DWPT is realized by using finite impulse response (FIR) 
filter banks that comprise two independent FIR filters of high-pass and low-pass. The signal 
decomposition in the DWPT is based on the convolution between the filter’s coefficients and the input 
signal. FIR filtering followed by down-sampling is the traditional method of the direct form for 
implementing the DWPT. Unlike the traditional method, we present an efficient transpose form structure 
in which down-sampling is performed before filtering operations. Moreover, the feed-forward pipelined 
(FFP) architecture is exploited for implementation of the DWPT to make all pipelined stages of the 
architecture occurring simultaneously; thereby, the system performance is significantly improved in a 
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manner suitable for real-time computations [16,17]. The canonical-signed digit-based binary expression 
(CSDBE) algorithm is also used to optimize hardware resources for convolution-based FIR filter banks 
in DWPT decomposition through the shift-add method. In addition, the advanced functional sharing 
(AFS) technique is proposed for more efficient implementation of the DWPT, allowing for the saving of 
hardware resources while still ensuring accuracy of the system. The main drawbacks of the existing 
designs are that the convolution of the filter coefficients is usually handled by embedded, dedicated DSP 
blocks, and the intermediate coefficients are stored using on-chip memory, which involves extremely 
memory access during computation of system; these issues lead to a large of resources and area used and 
significant power dissipation. The proposed DWPT processor for signal decomposition through 
convolution-based FIR filter pairs uses only shifters and adders instead of embedded dedicated blocks, 
making it appropriate for further researches as a dedicated ASIC chip or VLSI design. The whole 
proposed design is verified on the Virtex-7 FPGA using Verilog HDL programming. The performance of 
the design is validated using an experimental test signal in a hardware simulation environment. This work 
is an extended version of our work initially presented in [18]. We present an explicit and detailed analysis 
of the previous work and the extended results of an optimal implementation of the proposed AFS and 
CSDBE-based pipelined DWPT processor. Efficiency of the proposed design is enhanced via the 
combination of these two optimization techniques. 

The rest of this paper is organized as follows. A brief summary of the DWPT is given in Section 2. 
Section 3 discusses the proposed Daubechies mother wavelet function-based pipelined DWPT processor 
and the use of the CSDBE and AFS techniques to optimize convolution operations in the proposed 
architecture. The achieved results and comparison of the proposed design with traditional designs are 
presented in Section 4. Finally, Section 5 concludes the paper. 

 
 

2. Discrete Wavelet Packet Transform 

The DWPT offers a time–frequency domain representation for the analysis of signals, which is often 
implemented by convolution via multistage FIR filter banks. The DWPT is better than DWT due to 
processing ability for the outputs of the low-pass filter and the high-pass filter simultaneously at the next 
level. It is more flexibility to generate distinctive decomposition of the input signal on the time-frequency 
domain. 

The general scheme of a DWPT for three-level decomposition is based on FIR filter banks which 
provide eight frequency bands, as presented in Fig. 1. The filter bank consists of wavelet functions for the 
low-pass, H(z), and high-pass, G(z). The input signal x(n) is transferred to their parallel low-pass and 
high-pass filters. The output of the low-pass ylow(n) provides approximation coefficients and those of the 
high-pass yhigh(n) provides detailed coefficients. Thereby, the detail and approximation coefficients at each 
resolution level j are analyzed by wavelet filters into new coefficients for the subsequent level. The wavelet 
coefficients in the next level are obtained from convoluting of the input signal with the filter’s coefficients 
in the previous level and then down-sampling by a factor of two, defined as follows: 
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Fig. 1. The DWPT for three-level decomposition based on the FIR filter banks. 

 
where h[k] and g[k] are the impulse responses of the transfer functions H(z) and G(z) of filters, 
respectively. 

At each decomposition level j, there are 2j (j = 0, 1, …, level−1) wavelet filter pairs of low-pass and high-
pass. They decompose the previous input signals into two sub-bands at the next level, the number of sub-
bands is indicated by SBji (i = 0, 1, …, 2j – 1). An assumption is that the transfer function of a FIR filter is 
presented as follows: 

 

 . (3) 
 

The Eq. (3) should be arranged as a sum of the coefficients having even and odd indexes, which can be 
shown as follows: 

 

 . (4) 

 

Thus, Eq. (4) can be rewritten by combining of two even He(z) and odd Ho(z) component filters, 
separately, as follows: 
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It is possible to similarly implement of the FIR filter, as shown in Fig. 2. Both filters in a low-pass and 
high-pass pair for DWPT decomposition concurrently; together, the pair is referred to as a wavelet filter 
process element (WFPE). The WFPE is fed the same input sample x(n) at the same time. Operation of 
the parallel filters takes place in the architecture with the similar delay and produces the output data 
concurrently. The previous output samples are forwarded to the buffer memory of the next stage and the 
procedure of computation is continued until completing the DWPT decomposition tree. 
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Fig. 2. FIR wavelet filter with the transfer function H(z). 

 
 

3. Hardware Implementation of the Daubechies-based Pipelined 
DWPT Processor 

The FIR filter-based DWPT processor using the efficient pipelined architecture with five-level full 
decomposition is considered in this study. The Daubechies-2 (Db2) mother wavelet function is chosen 
as the primary filter to be implemented in order to verify the efficiency of the proposed design. The FFP 
architecture is exploited for pipelined DWPT implementation, as shown in Fig. 3. Each pipelined stage 
corresponds to one decomposition level. Each WFPE in the FFP architecture consists of a wavelet filter 
pair and a down-sampling operation that down-samples by a factor of two. 

 

 
Fig. 3. FFP architecture for DWPT implementation. 

 

 
Fig. 4. Proposed pipelined architecture for a five-level DWPT processor. 

 
A general block diagram for the proposed five-level pipelined DWPT processor is shown in Fig. 4. The 

buffer registers represent memories that store intermediate coefficients, and the WFPEs compute the 
wavelet coefficients through convolution in FIR filters at each level. The central control unit controls read 
and write access to the memories and generates controlling signals to manage the function of the 
multipliers and adders in the WFPE processor. To control the read and write access to the memories, the 
control unit uses an address generation circuit and a state counter to determine the appropriate periods 
for data access at each stage in the pipelined architecture. 
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(a) (b) 

Fig. 5. Hardware implementation of DWPT using a Db2-based FIR filter in traditional direct form: (a) 
convolution of the Db2-based FIR filter in direct form and (b) corresponding hardware architecture. 

 

   
(a) (b) 

Fig. 6. Hardware implementation of DWPT using a Db2-based FIR filter based on transpose form: (a) 
convolution of the Db2-based FIR filter in this form and (b) corresponding hardware architecture. 

 
3.1 Transpose Form Structure for DWPT 
 

It can be seen that for the traditional direct form of the DWPT implementation, half of the 
mathematical computations are significantly wasted, as down-sampling in the WFPE cell eliminates a 
half of the filtered samples. This disadvantage is overcome by using the transpose form structure in which 
the down-sampling is placed before filtering to avoid the wasted operations in the WFPE. The traditional 
direct form of the DWPT using the Db2-based FIR filter with four coefficients each for low-pass and 
high-pass is illustrated in Fig. 5(a), and the hardware architecture of the convolution is shown in Fig. 5(b). 
In the transpose form, the convolutions of filter’s coefficients with input data are carried out right after 
down-sampling, as shown in Fig. 6(a). The corresponding hardware architecture is presented in Fig. 6(b) 
and result in reducing computation time by half. For each resolution level, the output is now expressed 
as follows: 
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 . (7) 

Here, the xe(n) and xo(n) are the even and odd samples of input signal x(n), respectively. The low-pass 
filter, H(z), is illustrated by even he(k) and odd ho(k) coefficients and also similar for high-pass filter, G(z), 
by ge(k) and go(k). 

 
3.2 CSDBE-based Optimization of Convolution in the FIR Filter 
 

The shift-add method is efficiently employed for convolution in the filter. The number of non-zero 
binary bits in the filter coefficients determines the number of shift and add operations in architecture. 
The CSDBE is an efficient solution to give a coefficient’s binary representation that has the least number 
of non-consecutive non-zero bits and hence requires the fewest shifters and adders for convolution. The 
CSDBE algorithm is presented as follows: 

 
Step 1: dem = count of the number of “1” bits in a binary sequence 
Step 2: If dem ≥ 2, then replace the sequence with 10…01, where 1: +1 and 1: – 1    

11  101; 111  1001; 1101111  10110001 
Step 3: Check and replace the corresponding value pairs: 11 01; 11 01; 11 101 
 
As mentioned above, the Db2-based FIR filter is used for the time-frequency analysis in this paper, 

with hl = [−0.1294, 0.2241, 0.8365, 0.4830] and gh = [−0.4830, 0.8356, −0.2241, −0.1294] as filter’s 
coefficients for the low-pass and high-pass decompositions, respectively. The used CSDBE can reduce 
the number of shifters and adders needed for a convolution operation, thereby reducing its area and 
enhancing performance. A comparison of the 16 bit 2’s complement and a CSDBE representation of the 
low and high-pass filter coefficients is given in Table 1. The CSDBE-based optimization requires fewer 
resources than a conventional expression. 

 
Table 1. Representation of the Db2-based wavelet filter coefficients for convolution in DWPT 

 Filter coefficient 2’s Complement representation CSDBE representation 
H(z) low-pass -0.1294 1.110111101110000 0.001000010010000 

 0.2241 0.001110010101111 0.010010101010001 

 0.8365 0.110101100010010 1.001010100010010 

 0.4830 0.011110111010010 0.100001001010010 

G(z) high-pass -0.4830 1.100001000101110 0.100001001010010 

 0.8365 0.110101100010010 1.001010100010010 

 -0.2241 1.110001101010001 0.010010101010001 

 -0.1294 1.110111101110000 0.001000010010000 

 
3.3 AFS Technique for Hardware Implementation of DWPT 
 

In this study, the input signal is convoluted by many coefficients at the same time. An AFS technique 
is proposed, which allows further savings in hardware resource utilization for the convolution operation. 
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The AFS reuses the same functional operators (i.e., taking advantage of the shifters and adders similar to 
the architecture) for saving hardware resources on a chip. A convolution of input samples and hl 
coefficients can be expressed in a CSDBE form, as follows: 

 

Y0 = X * (−0.1294) = X * 0.001000010010000CSDBE 

Y1 = X * 0.2241 = X * 0.010010101010001CSDBE 
Y2 = X * 0.8365 = X * 1.001010100010010CSDBE 
Y3 = X * 0.4830 = X * 0.100001001010010CSDBE. 

 

By setting C0 = X >> 4, C1 = X >> 3, C2 = X >> 2, C3 = X >> 1, and C4 = X >> 0, we have B0 = X * 
0.1001CSDBE = C0 + C3, B1 = X * 0.101CSDBE = C1 + C3, B2 = X * 0.101CSDBE = C1 – C3, and B3 = X * 1.001CSDBE 
= C4 – C1. We can get the following results by combining the above expressions: 

 

Y0 = −C1 – B0 >> 8,  
Y1 = C2 + B2 >> 5 – B1 >> 9,  
Y2 = B3 – B1 >> 5 + B0 >> 11, 
Y3 = C3 – B0 >> 6 + B0 >> 11.  

 

The output of the convolution using the shift-add method is Ylow(n) = Y0 + Y1 >> 1 + Y2 >> 2 + Y3 >> 3, 
as shown in Eq. (1). A hardware implementation of the AFS technique is presented in Fig. 7. In this case, 
a hardware implementation of the AFS technique for the FIR filter design can be synthesized with only 
11 adders, showing very high resource savings. The proposed design is evaluated by comparing its 
efficiency to others in the same architecture. The performance of the system is analyzed for a 1024-point 
DWPT computation in the next section. 

 

 
Fig. 7. Implementation of the Db2-based low-pass FIR filter using the AFS technique. 

 
 

4. The Experimental Results 

The proposed pipelined DWPT processor for 1024-point computation with five-level decomposition 
and the aforementioned designs are implemented on a Virtex 7 XC7VX485T FPGA board using the 
Xilinx Vivado Design Suite (XVDS) tool for testing function, timing simulation, and design synthesis. 
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The Verilog HDL code is used for programming the high-level description of the designs. The process of 
implementation is simulated in a hardware environment and its obtained results are compared with 
MATLAB to confirm the accuracy of the system. Consider the case of 1024-point data representing a 
frame of an acoustic emission (AE) signal sampled at 1 MHz. Since five-level DWPT is used, there are 32 
sub-band analyses at the output. The accuracy of the design is measured via the mean squared error 
(MSE) values, and results obtained via MATLAB are used as a baseline for comparison. The average MSE 
value is about 10−5, which is very small. This indicates that the proposed design can provide high-accuracy 
of DWPT processing. 

 

 
Fig. 8. The schematic RTL in the gate-level of the five-level pipelined DWPT processor. 

 
The proposed Db2-based DWPT core IP is efficiently designed by employing the FFP architecture and 

advantage of the CSDBE and AFS algorithms. The data streams are represented in a signed fixed-point 
format using 16-bit word length for the in/out data and 10-bit precision (i.e., 10 fractional bits) used for 
internal computation process of the system. A schematic RTL in the gate-level of the five-level pipelined 
DWPT processor using a Db2-based FIR filter is presented in Fig. 8. At each decomposition level j (j = 0, 
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1, …, level−1), there are 2j WFPE cells for sub-band analysis. The synthesized result on hardware for a 
WFPE cell at first decomposition level of DWPT processor is shown in Fig. 9. The WFPE cells are based 
on the efficient transpose form structure, which improves the memory resource utilization for hardware 
implementation. 

 

 
Fig. 9. The schematic RTL of a WFPE cell at the first decomposition level. 

 
Table 2 summarizes the resource utilization of the above architecture and compares its hardware 

complexity to that of traditional designs. The traditional architecture usually uses more distributed logic 
resources such as flip-flops (FFs), look-up tables (LUTs), memory LUTs, block RAMs, and block DSPs. 
The proposed AFS and CSDBE-based DWPT processor uses fewer resources and does not require any 
embedded dedicated DSP blocks. Convolution in Db2-based FIR filters for DWPT decomposition only 
requires configurable logic blocks (CLBs) and distributed memory, further reducing the logic resources 
on the FPGA chip and avoiding the need for DSP blocks. Overall, the proposed design employing a 
combination of the CSDBE and AFS techniques achieves better hardware resource utilization compared 
with conventional designs. 

 
Table 2. Hardware synthesis results and evaluation of the proposed DWPT design 

Resource utilization (A) 
(B) (C)

Available 
# of slices % Savings # of slices % Savings 

# of registers (CLB flip-flops) 6,441 3,328 48.33 3,319 48.47 607,200 
# of LUTs 42,242 26,866 36.39 18,903 55.25 303,600 
# of memory LUTs 7,400 4,840 34.59 4,840 34.59 130,800 
# of block RAMs 4 2 50 2 50 1,030 
# of block DSPs 8 0 100 0 100 2,800 

(A) = the traditional design usually using a lot of distributed logic resources, (B) = the proposed design based on the 
CSDBE algorithm, (C) = the proposed design based on a combination of the CSDBE and AFS techniques. 

 
 

5. Conclusion 

In this paper, we presented the Db2 mother wavelet function-based efficient implementation of a five-
level pipelined DWPT processor using FIR filter banks. The proposed AFS and CSDBE-based DWPT 
processor was verified on the Virtex-7 FPGA board using the XVDS tool. This optimized design is based 
on an efficient transpose form structure, thereby reducing its computational complexity by half, while 
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also achieving significant savings in hardware resources for its FPGA implementation. The proposed 
design successfully exploited the FFP architecture and enhanced the performance by employing both the 
CSDBE algorithm and the AFS technique. Experimental results showed that the proposed design achieves 
better hardware resource utilization compared to the conventional designs, while maintaining high 
accuracy of the result of DWPT. 
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