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Abstract

In recent years, sentiment analysis research has become popular. The research results of sentiment analysis have achieved

remarkable results in practical applications, such as in Amazon's book recommendation system and the North American movie

box office evaluation system. Analyzing big data based on user preferences and evaluations and recommending hot-selling

books and hot-rated movies to users in a targeted manner greatly improve book sales and attendance rate in movies [1, 2].

However, traditional machine learning-based sentiment analysis methods such as the Classification and Regression Tree

(CART), Support Vector Machine (SVM), and k-nearest neighbor classification (kNN) had performed poorly in accuracy. In this

paper, an improved kNN classification method is proposed. Through the improved method and normalizing of data, the purpose

of improving accuracy is achieved. Subsequently, the three classification algorithms and the improved algorithm were compared

based on experimental data. Experiments show that the improved method performs best in the kNN classification method, with

an accuracy rate of 11.5% and a precision rate of 20.3%.

Index Terms: Sentiment Analysis, Machine Learning, Text Classification, k-Nearest Neighbor Method

I. INTRODUCTION

Sentiment analysis or opinion mining refers to the analysis

and research of people's opinions, emotions, and evaluations

on attitudes such as goods, services, and even organizations,

and extracts valuable data from these big data [3], such as

people's preference for the product, people's evaluation of

the service, etc., for suppliers to improve products and ser-

vice quality. The development and rapid start of the field

benefited from social media platforms on the Web, such as

product reviews, forum discussions, Weibo, and the rapid

development of WeChat, because this is the first time where

such a huge digital form record was registered [4]. In recent

years, the machine learning-based sentiment classification

method has achieved certain results, such as Amazon's book

recommendation system, North American movie box office

evaluation system, analysis of big data based on user prefer-

ences and evaluation, and targeted recommendation to users

for hot sales. Books and hot review movies have greatly

increased book sales and movie box office attendance [1, 2].

According to the granularity of text, sentiment analysis

can be divided into three levels: chapter level, sentence

level, and word level [5, 6]. The chapter-level sentiment

analysis is a pointer to analyze the content of an article,

pointing out its overall emotional direction or polarity (posi-

tive or negative). The chapter-level emotional classification

is a binary classification task, which can also be a regression

task. Sentence-level sentiment analysis is generally divided

into knowledge-based analysis methods, network-based anal-

ysis methods, and corpus-based analysis methods [7]. Word-
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level sentiment analysis refers to the analysis of the emo-

tions of words. The emotions of words are the main constitu-

ent elements of sentences and chapter emotions, and also the

basis of sentence-level and chapter-level sentiment analyses.

Word-level sentiment analysis mainly includes dictionary-

based analysis methods, network-based analysis methods,

and corpus-based analysis methods. A corpus-based analysis

method uses machine learning-related techniques to classify

the emotions of words. Machine learning methods usually

require the classification model to learn the rules in the train-

ing data, and then use the trained model to predict the test

data.

The sentiment analysis algorithms based on machine learn-

ing methods mainly include a decision tree algorithm (DT),

support vector machine (SVM), and k-nearest neighbor algo-

rithm (kNN). However, the traditional machine learning-

based sentiment analysis method still has a certain gap in the

accuracy of text classification, such as the classification

regression tree algorithm (CART), SVM, kNN classification

method, etc. In this paper, an improved kNN method is pro-

posed. This method can effectively improve the accuracy of

text classification. Compared with the CART, SVM, and

kNN algorithms, the optimized method is the best in classifi-

cation accuracy and precision.

This paper makes the following contributions:

1. The accuracy of three text classification algorithms were

compared (CART, SVM, and kNN)

2. An improved kNN method was proposed. Experiments

were carried out based on the sampling data set of THUC-

News [8], while the excellent performance of the improved

kNN method in improving the classification accuracy was

verified.

II. SENTIMENT CLASSIFICATION METHODS

In this section, the methods, algorithmic processes, and

advantages and disadvantages of several commonly used

classification algorithms in sentiment analysis methods will

be briefly described. The model of the CART and SVM lays

the foundation for the next step of the kNN method.

A. CART Model

The CART algorithm is an implementation form of the

decision tree. Usually there are three main implementations

of decision trees, namely ID3 algorithm, CART algorithm,

and C4.5 algorithm [9, 10]. The CART algorithm is a binary

recursive segmentation technique. It divides the current sam-

ple into two sub-samples, so that each non-leaf node gener-

ated has two branches. Therefore, the decision tree generated

by the CART algorithm is a simple binary tree. Since the

CART algorithm constitutes a binary tree, there can only be

“yes” or “no” in the decision of each step. Even if a feature

has multiple values, the data are divided into two parts.

There are two main steps in the CART algorithm. The first

step is to recursively divide the sample into a tree building

process. The second step is to prune with the verification

data. The following is a brief introduction to the principle of

CART.

Let x1, x2, …, xn represent the attributes of a single sample,

indicating the category they belong to. The CART algorithm

divides the space of a dimension into non-overlapping rectan-

gles in a recursive manner. The division steps are as follows:

1. An independent variable, xi , is selected, and then the

value vi of xi is selected, with vi dividing the n-dimensional

space into two parts, all of the points satisfying xi≤vi and all

points of the other parts satisfying xi > vi for non-continuous

variables. In other words, the value of the attribute has only

two values; that is, equal to or not equal to the value.

2. Recursive processing is performed. The two parts obtained

above are re-selected according to step 1 and continue to be

divided until the entire n-dimensional space is divided.

Criteria for partitioning: For a variable attribute, its divid-

ing point is the midpoint of a pair of continuous variable

attribute values. Assuming that a set of m samples has m

consecutive values, then there will be m-1 split points, each

split point being the mean of two consecutive values. The

division of each attribute is sorted according to the amount

of impurities that can be reduced, and the amount of reduc-

tion of impurities is defined as the sum of the impurity

before division minus the ratio of the impurity division of

each node after division. The Gini indicator is commonly

used for impurity measurement methods. Assuming that a

sample has a G class, the Gini impurity of a node can be

defined as the formula, as shown in (1).

Gini(A) = 1 − ∑C
i=1pi

2. (1)

Here, pi represents the probability of belonging to class i.

When Gini(A) = 0, all samples belong to the same class.

When all classes appear with equal probability in the node,

Gini(A) is maximized, with the result being C(C-1)/2.

According to the theoretical basis above, the actual recur-

sive partitioning process is as follows. If all samples of the

current node do not belong to the same class or only one

sample remains, then this node is a non-leaf node. Therefore,

it will try each attribute of the sample and the split point cor-

responding to each attribute, trying to find the largest divi-

sion of the impurity variable. The subtree of the attribute

division is the optimal branch. It can be seen that the accu-

racy of the CART method depends on each branch node.

However, when the binary tree is established, the branch is

trimmed, so that the branch data abnormality occurs during

the entire classification process, resulting in low CART clas-

sification accuracy. 
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B. SVM Model

SVM is a common method of discrimination. In the field

of machine learning, it is a supervised learning model that is

commonly used for pattern recognition, classification, and

regression analysis. Vapnik et al. proposed another design

best criterion for linear classifiers based on years of research

on statistical learning theory [11]. The principle is also linear

from a point of view, and then extended to the case of linear

indivisibility. Even extended to use nonlinear functions, this

classifier is called Support Vector Machine (SVM). The

main idea of SVM can be summarized in two points:

1. Linear case analysis. For linear indivisible cases, high-

dimensional features are obtained by transforming linearly

indivisible samples of low-dimensional input space into

high-dimensional feature spaces using nonlinear mapping

algorithms. It is possible to linearly analyze the nonlinear

characteristics of samples using a linear algorithm.

2. It builds an optimal hyperplane in the feature space

based on the structural risk minimization theory, so that the

learner is globally optimized, and the expectation of the

entire sample space satisfies a certain upper bound with a

certain probability.

The SVM method maps the sample space into a feature

space of high-dimensional or even infinite dimension (Hil-

bert space) through a nonlinear mapping p, so that the prob-

lem of nonlinear separability in the original sample space is

transformed into the feature space. Meanwhile, a linearly

separable problem simply explained is the ascending dimen-

sion and linearization. Ascending dimension is to map the

sample to high-dimensional space. In general, this will increase

the computational complexity, and even cause “dimensional-

ity disaster,” so it is rarely used. However, as a classifica-

tion, and with regression and other issues, it is very likely

that the sample set that cannot be linearly processed in the

low-dimensional sample space can be linearly divided (or

regression) by a linear hyperplane in the high-dimensional

feature space. In general, the ascending dimension will bring

about the complexity of the calculation. The SVM method

subtly solves this problem: applying the expansion theorem

of the kernel function, you do not need to know the explicit

expression of the nonlinear mapping. Because the linear

learning machine is built in the high-dimensional feature

space, compared with the linear model, it not only increases

the computational complexity, but also avoids the “dimen-

sional disaster” to some extent. However, the SVM method

can only be used for binary classification. For multidimen-

sional classification, the SVM method does not perform well.

III. PROPOSED IMPROVED kNN METHOD

In this section, the kNN method is briefly introduced and

the improved method of the kNN model is assessed in detail. 

A. kNN Model

k-Nearst Neighbor algorithm was proposed by Cover and

Hart in 1968. The nearest neighbor of K is the meaning of k

nearest neighbors, saying that each sample can be repre-

sented by its nearest k neighbors. kNN classification algo-

rithm is a theoretically mature method and one of the

simplest machine learning algorithms. The kNN algorithm

flow is as shown in (2).

Input: Training Dataset

T = (x1, y1), (x2, y2), …, (xN, yN) .. (2)

Here, xi∈X⊆Rn is the instance feature vector, yi∈Y = {c1, c2,

…, ck} is the category of the instance, i = 1, 2, …, and N. x

is the instance feature vector.

Output: class y, which is the class to which instance x

belongs. It works as follows:

1. According to the distance metric of the given point, the

k points nearest to x in the training set T is found, covering

the field of k points, denoted as Nk(x).

2. The category y of x is determined in Nk(x) according to

the classification decision rule (such as majority vote).

y formula is as shown in (3).

y = argmaxcj
∑xi∈Nk(x)

I(yi = cj), i = 1, 2, …, N. (3)

In the formula above, I is an indication function; that is,

when yi = cj, I is 1; otherwise, I is 0. The special case of

kNN is the case of k = 1, which is called the nearest neigh-

bor algorithm. For the input instance point (feature vector) x,

the nearest neighbor algorithm will classify the training data

set with the x nearest neighbor as the class of x. In the kNN

algorithm, there are three commonly used distances, namely

Manhattan distance, Euclidean distance, and Minkowski dis-

tance.

Let the feature space X be an n-dimensional real vector

space Rn, xi, xj∈X, xi = (xi(1), xi(2), …, xi(n))T, xj = (xj(1),

and xj(2), …, xj(n))T, with the Lp distance between xi and xj

defined as in (4):

Lp(xi, xj) = (∑
n
l=1 |xi

(l)
− xj

(l) |p )1/p, p ≥ 1. (4)

When p = 1, it is called Manhattan distance. The formula is

as shown in (5).

L1(xi, xj) = ∑
n
l=1 |xi

(l)
− xj

(l)|. (5)

When p = 2, it is called Euclidean distance, and the formula

is as shown in (6).
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L2(xi, xj) = (∑
n
l=1 | (xi

(l)
− xj

(l)|2)1/2. (6)

When p = ∞, it is the maximum value of each coordinate dis-

tance, and the calculation formula is as shown in (7).

L∞(xi, xj) = maxl | (xi
(l)

− xj
(l)|. (7)

The summary of the idea of the kNN algorithm is that when

the data and tags in the training set are known, the test data

are input, and the features of the test data are compared with

the features corresponding to the training set. With the top k

data most similar to the training set found, the category cor-

responding to the test data is the one with the most occur-

rences among the k data. The description of the kNN

algorithm is shown in Table 1.

B. Inadequacies of the kNN

The kNN algorithm is one of the simplest and most effi-

cient classification algorithms in classification algorithms. It

has the advantages of simplicity, ease of understanding, and

exclusion to estimate parameters. In particular, kNN is suit-

able for the classification of rare events, and the kNN algo-

rithm performs much better than the SVM algorithm even

for multi-classification problems (objects with multiple cate-

gory labels). However, the kNN algorithm also has some

drawbacks.

First, when the sample is unbalanced and a new sample is

input, the sample of the large-capacity class among the K

neighbors of the sample is dominant if the sample size of

one class is large and the sample size of other classes is very

small. The algorithm only calculates the “nearest” neighbor

samples. The number of samples in a class can be extremely

large, or the samples either not close to the target sample or

exceptionally close to the target sample.

Second, the amount of calculation is large. Because each

of the texts to be classified must calculate its distance to all

known samples, it can find its K nearest neighbors, which

consumes a large amount of memory on the computer. When

the data set is large, the calculation time increases. When the

sample size is unbalanced, especially for the data set of sen-

timent analysis, the kNN algorithm may produce problems

such as low prediction accuracy.

C. An Improved Method for kNN

Research and improvement methods for the kNN method

have continued, such as the cluster-based CLKNN improve-

ment algorithm proposed by Lijuan et al. [12], and the weight-

based kNN improvement algorithm proposed by Halil Yigit

et al. [13]. Due to the use of kNN algorithm for classifica-

tion, it is necessary to calculate the similarity between the

test text and each training text, which undoubtedly greatly

increases the calculation amount of the classification, with

the classification speed not being improved. Therefore, in

the case of more training texts, how to reduce the amount of

calculation and improve the classification accuracy are key

issues. Therefore, the data are processed again during the

process of using the kNN algorithm. The normalized pro-

cessing method for data aims to prevent the numerical value

of a certain dimension from affecting the distance calcula-

tion. There are two normalization methods: Linear Function

Normalization (Min-Max scaling) and Z-score standardiza-

tion. For the kNN algorithm, the Z-score standardization

method to process the preprocessed data is used, and the raw

data mean μ and standard deviation σ are given to standard-

ize the data. The processed data conform to the standard nor-

mal distribution with a mean of 0 and a standard deviation of

1. The conversion function is shown in (8).

X* = (X − μ)/σ. (8)

In this equation, μ is the mean of all sample data and σ is the

standard deviation of all sample data. The variance normal-

ization anti-interference ability is strong, and it is related to

all data. To find the standard deviation requires the interven-

tion of all values. If there is an outlier, it will be suppressed.

For the kNN algorithm, Z-score standardization performs

better than the PCA technology when distances are used to

measure similar properties. In the paper, the pre-processed

data set is X. After calculating the sample mean μ and vari-

ance σ in the data set, normalizing by 0-means to obtain a

new sample space is done, and then it is processed using the

kNN method. The improved kNN algorithm flow pseudo

code is shown in Table 2.

IV. EXPERIMENTS

Our experiment is divided into two steps. First, the data

Table 1. kNN algorithm process pseudo code description

1: INPUT: Dataset(TR, TE) //TR:Train Dataset, TE:Test Dataset

2: OUTPUT: Classification Report (accuracy, precision, etc.)

3: Begin:

4: For(0<i≤len(TE, TRi)) // Calculate the distance between  the 

test data and each training datum

5: Li=Lp(xi,yi);

6: i++;

7: return Li

8: Sort(Li) // Sort by increasing distance

9: K=Limix(Li) // Select the K points with the smallest distance

10: FrequentK=K // Get the frequency of occurrence of the category 

of the first K points

11: Classificationp= FrequentK
12: Return Classificationp // Returns the category 

13: End
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set is prepared and then preprocessed. The pre-processed

data sets are imported into the CART, SVM, and kNN mod-

els for prediction. The accuracy and precision rate of the

three models in the classification of sentiment analysis texts

are then compared. In the second step, the improved method

is used for prediction and comparison. 

A. Datasets

In the paper, the dataset of THUCNews is used [8]. The

THUCNews dataset is generated according to the historical

data filtering of the Sina News RSS subscription channel

from 2005 to 2011. It contains 74 million news documents

(2.19 GB), all in UTF-8 text format. Because the data set is

large, only 8 classified texts were selected as experimental

data sets in order to speed up the operation and the experi-

mental processes. For the sampled data set, the word seg-

mentation was used for each text segmentation. Each word

was treated as a feature, the binary word string was used to

construct more features, the stop words were removed, and

the features with too many occurrences were removed.

19,630 features were received. 1998 samples were selected

for training and 509 were used for testing. Finally, the

method based on the bag of words model converted each text

into a vector, and the training and test sets were converted to

matrices and saved in npy format. The test sample classifica-

tion was shown in Table 3.

B. Comparison of Classification Effects of Models

The initial data were imported into the model for training,

comparing the classification effects of several models. On

parameter selection, CART and SVM all use default parame-

ters. The K value selected in kNN is 20.

The comparison of classification accuracy before and after

kNN method improvement is shown in Fig. 1.

Table 2. Improved kNN algorithm flow pseudo code description

1: INPUT: Dataset(TR, TE) //TR:Train Dataset, TE:Test Dataset

2: OUTPUT: Classification Report (accuracy, precision, etc.)

3: Get to μ(TR,TE), σ(TR,TE)

4: Dataset*=(Dataset- μ)/ σ

5: Begin:

6: For(0<i≤len(TE*, TR*i)) // Recalculate the distance between 

the test data and each training data

7: Li=Lp* (xi,yi);

8: i++;

9: return Li

10: Sort(Li) // Sort by increasing distance

11: K=Limix(Li) // Select the K points with the smallest distance

12: FrequentK=K // Get the frequency of occurrence of the category 

of the first K points

13: Classificationp= FrequentK
14: Return Classificationp // Returns the category

15: End

Table 3. The classification of test sample

Classification No. Classification Name Number of Samples

1  Sports News 41

2  Entertainment News 38

3  Domestic News 62

4  Real Estate News 55

5  Education News 68

6  Fashion News 158

7  Politics News 27

8  Game News 60

Total 509

Table 4. Comparison of the three models of classification prediction

Model Name Evaluating Indicators

Classification 

No.
Precision Recall F1-score Support

CART

1 0.70 0.63 0.67 41

2 0.59 0.63 0.61 38

3 0.72 0.50 0.59 62

4 0.62 0.71 0.66 55

5 0.91 0.90 0.90 68

6 0.69 0.75 0.72 158

7 0.60 0.67 0.63 27

8 0.67 0.65 0.66 60

Avlg/Total 0.70 0.63 0.67 509

Accuracy: 0.997997997997998 Running Time Total: 8.3s

SVM

1 0.93 0.32 0.47 41

2 0.00 0.00 0.00 38

3 0.00 0.00 0.00 62

4 1.00 0.13 0.23 55

5 1.00 0.43 0.60 68

6 0.35 1.00 0.52 158

7 1.00 0.30 0.46 27

8 0.00 0.00 0.00 60

Avlg/Total 0.48 0.42 0.33 509

Accuracy: 0.4194194194194194 Running Time Total: 192.5s

kNN

1 1.00 0.37 0.54 41

2 0.43 0.24 0.31 38

3 0.45 0.29 0.35 62

4 0.82 0.33 0.47 55

5 1.00 0.60 0.75 68

6 0.46 0.85 0.60 158

7 1.00 0.41 0.58 27

8 0.43 0.48 0.45 60

Avlg/Total 0.64 0.54 0.53 509

Accuracy: 0.6051051051051051 Running Time Total: 229.1s
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C. Experimental Result and Analysis

The experimental results are shown in Table 4, Table 5,

and Fig. 1. The initial data running under the three models

and showing the accuracy of each model is shown in Table

4. For each category, the precision, recall, and f1-score val-

ues are displayed. The performance of the three models after

normalizing the data is shown in Table 5. It is a visual com-

parison of the accuracy of the different k values before and

after the improvement for the kNN model in Fig. 1. From the

experimental results, one can draw the following conclu-

sions:

1. When using the initial data, the CART model performed

best in the classification prediction, and the SVM model per-

formed the worst. After improvement, the kNN model per-

formed best and the SVM model performed the worst.

Among the overall evaluation indicators, the improved kNN

model performed best.

2. It can be seen intuitively from Figure 1 that the accu-

racy of the improved kNN method classification is signifi-

cantly improved.

Analysis:

1. Before the improvement, the CART model has the best

accuracy and precision, but the accuracy of the second cate-

gory is relatively low, indicating that the entertainment news

text is shorter and the sample size is relatively small. The

SVM model predicts a value of 0 for some classifications,

indicating that the SVM model is not suitable for small sam-

ple classification.

2. Compared to the pre-improvement classification, the

accuracy of the CART model has not changed, but the aver-

age accuracy has decreased. The accuracy of the SVM model

has declined. The accuracy and precision of the kNN model

have been improved, with an accuracy rate of 11.5% and a

precision of 20.3%, which is the best.

3. In terms of classification time, in general, the classifica-

tion time is shorter than before, especially with the improved

kNN method prediction time reduced by 36.5%.

V. REFLEXION AND DISCUSSION

Research on machine learning for sentiment classification

has been ongoing. The earliest paper on sentiment analysis

was Po Pang's 2002 article on using SVM, ME, and Naive

Bayes to calculate sentiment orientation [14]. Turney et al.

[15] extended the positive and negative sentiment words

using the method of point mutual information. The polar

semantic algorithm was used in the analysis of text emo-

Fig. 1. Comparison of classification accuracy before and after kNN method

improvement. K represents the value before the improvement, and ImpK

represents the value of K of the improved KNN method. 

Table 5. Comparison of classification prediction after improvement

Model Name Evaluating Indicator

Classification 

No.
Precision Recall F1-score Support

CART

1 0.81 0.63 0.71 41

2 0.41 0.45 0.43 38

3 0.58 0.53 0.55 62

4 0.49 0.62 0.62 55

5 0.89 0.48 0.84 68

6 0.70 0.69 0.69 158

7 0.61 0.63 0.63 27

8 0.58 0.60 0.60 60

Avlg/Total 0.66 0.65 0.65 509

Accuracy: 0.997997997997998 Running Time Total: 8.7s

SVM

1 0.00 0.00 0.00 41

2 0.00 0.00 0.00 38

3 0.00 0.00 0.00 62

4 0.00 0.00 0.00 55

5 0.00 0.00 0.00 68

6 0.31 1.00 0.47 158

7 0.00 0.00 0.00 27

8 0.00 0.00 0.00 60

Avlg/Total 0.10 0.31 0.15 509

Accuracy: 0.3008008008008008 Running Time Total: 182.4s

kNN

1 0.93 0.63 0.75 41

2 0.94 0.39 0.56 38

3 1.00 0.11 0.20 62

4 0.27 0.80 0.40 55

5 0.98 0.94 0.96 68

6 0.61 0.71 0.65 158

7 0.87 0.74 0.80 27

8 0.95 0.30 0.46 60

Avlg/Total 0.77 0.60 0.60 509

Accuracy: 0.6746746746746747 Running Time Total: 145.4s
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tions, with the general corpus data being 74%. The kNN

method is one of the simplest methods in the Natural Lan-

guage Processing (NLP) classification method. It is simple,

easy to implement, and easy to understand. It is suitable for

classifying rare time and is especially suitable for multi-clas-

sification problems, which is better than SVM. 

However, there are some problems in the kNN method. On

the one hand, when the sample is unbalanced, the problem of

low classification accuracy may occur. When the sample size

of one class is exceedingly large, while the sample size of

other classes is quite small, a large sample of the large-

capacity class among the K neighbors of the sample may

result when a new sample is input. On the other hand, the

kNN method is computationally intensive. For each sample

to be classified, it is necessary to calculate the distance from

all the known samples and then rank K the nearest neigh-

bors, which will increase the prediction time. At present, the

commonly used improvement method is editing the known

sample points in advance to remove the samples that have

little effect on the classification. This improved algorithm is

more suitable for a large class domain, while a smaller

domain is prone to misclassification. Shweta et al. proposed

an improved method of MFZ-KNN [16], and an improved

kNN based on feature weight proposed by Jie Huang et al.

[17]. As a future work, a better method to improve the kNN

algorithm may be researched, so that the accuracy of the

classification will be enhanced again. 

VI. CONCLUSIONS

This paper presented an improved sentiment classification

method based on kNN, and elaborated on the improved

methods, algorithms, and implementation process. Based on

the extracted small datasets compared with the CART and

SVM sentiment classification methods, the improved kNN

method performed well in the experiment. In particular, the

accuracy of the improved kNN classification had improved

and the running time had been greatly reduced. Experiment

results show that the accuracy and precision of the kNN

model rose with 11.5% and 20.3% in the sentiment classifi-

cation. In particular, the improved kNN method prediction

time has been reduced by 36.5%. These results prove that

the proposed method not only achieved high accuracy but

also performed best in the classification effect in these mod-

els.
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