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1.  INTRODUCTION 

Gestures are the non-verbal way of 

communication, which are the body 

movements used to make actions to convey 

messages. Gestures include motions of the 

hand, arm, face, head and other parts of 

body, used in interactive games, remote 

control of home appliance, human-robot 

interaction, security systems and many other 

surveillance applications. 

An emergency is a situation that brings an 

immediate risk to health, life or property. 

Arm gestures can be used as signals in an 

emergency situation such as violence, sexual 

abuse, car, and fire accident, etc. 

Many methods have been developed to 

segment arm based gestures. Some researchers 

have used color information to segment hand 

images, and get arm information. Here, color 

is a variable factor that has failed to 

discriminate arm or hand with other color 

objects such as face, wall, etc. Additionally, 

color is affected by lighting and environmental 

conditions [1]. In other research, Kinect 

camera was used for structuring skeletons of 

the human body [2-3]. Here, the camera does 

not receive the infrared rays in outdoor 

environments because the reflected rays from 

the sun are more powerful than the infrared 

rays of the Kinect camera. 

Thus, both methods [1-3] are useful only in 

indoor applications and failed in outdoor 

applications for the detection of arm gestures. 

Next, arm gestures detection is performed by 

Kinect camera for discriminating actions of 

eating and drinking using inertial body-worn 

sensors [4]. The method used motion and 

gesture segmentation with a sensor attached 

to the wrist and upper arm of the human 
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body. Although this method is good, it needs 

a specific device.

Many other object segmentation methods 

are also available in literature such as 

background subtraction [5], optical flow [6] 

and frame difference [7], to segment hand, 

arm or other objects. The frame difference 

method uses the difference of two 

consecutive frames, and considers the objects 

to be moving if the difference is bigger than 

a threshold. Due to its simplicity and high 

performance in real time, this method is 

mostly used in research. Cho [8] used speech 

signals to detect the emergency but the 

method failed in the case of a person having 

speech disability and in the environment 

where person is unable to speak.

Fig. 1. The flow of the suggested method. 

In this paper, we propose a method for 

detection of an emergency signal. The 

method is based on arm gestures detection 

without the use of color information. We use 

motion segmentation and face detection to 

recognize the arm gestures within a search 

area around the face. In order to recognize 

the specific arm gestures of interest, i.e. 

‘Help Me’ arm gestures, we use N-tracking 

points within the search area of the face. 

Furthermore, we remove ambiguous tracking 

points by averaging the N tracking points to 

accurately maintain the start and end point 

of arm gestures in a noisy image. We trigger 

the emergency signal by counting frames 

when the horizontal direction of each motion 

has opposite signs for left and right arm 

gestures. The flow of the suggested method is 

given in Fig. 1.

The organization of this paper is as 

follows.  The proposed algorithm is described 

in section 2. The usefulness of the proposed 

method is demonstrated through simulation 

in section 3. The conclusion is in section 4.

  

2. Arm Gestures for Emergency Situation

  The ‘Help Me’ gesture is a commonly used  

emergency signal. It is the continuous 

simultaneous waving of the left and right arms, 

as shown in Fig. 2.   

 

(a)

 

(b)

 

(c)

(d)

 

(e)

 

(f)

Fig. 2. Arm gestures in time series. 
(a) At time 0. (b) At time 1. (c) At time 2. (d) At 
time 3. (e) At time 4. (f) At time 5.
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It shows arm waving gestures in a series of 

time, where Fig. 2.(a), (b) and (c) show 

closing arm gestures at time 0, 1 and 2. Fig. 

2.(d), (e) and (f) show opening arm gesture at 

time 3, 4 and 5. This closing and opening of 

arm waving gesture represents the ‘Help Me’ 

signal. 

2.1 Arm gestures segmentation and tracking

First, we segment the arm gestures using 

motion and face information without any 

color information and additional hardware 

cost. The frame difference method detects 

motion in consecutive frames using the 

following equation (1), where fi-1 and fi 

represent the previous and current frame to 

detect motion information (see Fig. 3.). This 

detected motion indicates that something has 

moved in the scene.

           --- (1)

       (a)                 (b)                  (c) 
Fig. 3. Motion segmentation.
(a) Previous frame. (b) Current frame. (c) Motion s
egmentation.

Fig. 3. shows the motion segmentation in 

consecutive frames. Fig. 3.(a) and (b) show 

the current and previous frames, and Fig. 

3.(c) shows the difference between the 

current and previous frames. 

After the motion detection, the next step 

in the method is to perform face detection 

using Haar Cascade [9]. The reason for face 

detection along with motion detection is to 

consider the human arm gestures only. 

And  we create a search area around the 

face to segment arm gestures among other 

human actions. The search area box is much 

larger than the size of the face so that the 

method can capture more of the opening 

and closing ‘Help Me’ arm gestures.

After the arm gestures segmentation, the 

method tracks two N-point trajectories, 

beginning from top left and top right points 

respectively in the search area. Additionally, 

the average of every three points in each set 

of N-tracking points (left and right arm 

N-tracking points) is computed and used to 

overcome the ambiguity due to noise in the 

image (see Fig. 4.). 

Fig. 4. Example of accurate and inaccurate 
arm-gesture. (a) Accurate arm-gesture of 
N-tracking points. (b) Inaccurate arm-gesture of 
N-tracking points. (c) Accurate arm-gesture of 
averaged N-tracking points of (a). (d) Accurate 
arm-gesture of averaged N-tracking points of (b).

Fig. 4.(a) and (b) show an example of 

N-tracking points with accurate and inaccurate 
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trajectories respectively. Fig. 4.(c) and (d) show 

the accurate trajectories after averaging 

N-tracking points, which overcomes the 

ambiguity, (see Fig. 4.(d)) and this accurately 

maintains the start and end point of the 

trajectories.

Fig. 5. shows the arm-gestures segmentation 

and tracking within the search area box. The 

small square and the big rectangle show the 

face and the search area respectively. Fig. 

5.(a) shows the ambiguity of tracking points 

due to noise. Fig. 5.(b) shows averaged 

tracking points used to overcome the 

ambiguity and maintain the starting and 

ending point of arm gesture.

Fig. 5. Left and right arm gestures tracking within 
search area along face.  (a) N-tracking points.  (b) 
Average N-tracking points.

2.2 Detection of emergency situation based 
on arm gestures

Here, the detection of an emergency signal is 

elaborated based on repetitive and simultaneous 

waving of the left and right arms - ‘Help Me’ 

arm gestures - illustrated in Fig. 6. The 

detection process is performed using definition 

1, which counts the horizontal opposite 

directions of left and right arm gestures. The 

method detects a ‘Help Me’ gesture when the 

count exceeds a specified threshold value, and 

it triggers an emergency signal.

Fig. 6. Arm gestures for Help Me. 

Fig. 6. shows ‘Help Me’ arm gestures 

which are the repetitive motion of the left 

and right arms in the positive and negative 

directions with respect to the horizontal axis.

We define the emergency signal in Definition 

1. First, we take the difference of each 

consecutive pair of points (for example, Lt0, Lt1 

and Lt2, Lt3 denoted by ∆L0 and ∆L3 

respectively), and then we take the product of 

the differences, ∆Lx. We do the same for the 

right arm to get ∆Rx and then increase count if 

both ∆Lx. and ∆Rx are negative. When count 

exceeds the specified threshold, the alert is 

triggered.

[Def. 1] Gesture based  Emergency signal 

Given N-tracking points Lt0, Lt1, Lt2, Lt3 for 

left and Rt0, Rt1, Rt2, Rt3 for right arm, we 

define the emergency signal based on arm 

gestures as follows; 
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3. EXPERIMENT AND DISCUSSION

We have performed the proposed 

emergency signal detection based on arm 

gestures to show its usefulness. This method 

was implemented in C++ and OpenCV [10] 

libraries using a CCTV camera.    

We implemented the suggested method 

using real-time images taken from a CCTV 

camera. The real-time data included three 

different types of arm gestures; 60 gestures 

for ‘Help Me’, 15 for the ‘Bye’  and 30 for 

the ‘stretching’.In the experiment of 

emergence signal detection, we confirmed the 

effectiveness of  the proposed method which 

achieves a detection rate of  89.5%.  

The reason why emergency signal is 

successfully detected is because our method 

uses the changes in the x coordinates of the 

left and right arms in a period of 1 or 2 

seconds. So it is easy to distinguish the 

emergency signal from other gestures and 

other movements around.

Fig. 7. Gestures classified as "Help me".

Fig. 8. Gestures classified as "BYE or STRETCHING".

Fig. 7. shows arm gestures classified as 

‘Help Me’ signal indicating an emergency, 

and Fig. 8. shows the other arm gestures. 

Each columns of Fig. 7. and 8. represent 

consecutive frames of specific gesture such as 

‘Help Me’, ‘Bye’ and the ‘Stretching’. 

The 11% failure rate could be due to 

having more than one person waving their 

arms at the same time, arms moving out of 

the face area, the two arms not moving 

together, moving out of arms and the arms 

moving too slowly. Most failures are because 

they did not follow the definition of an 

emergency signal.

4. CONCLUSION

This paper described a method for detection 
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of emergency signals based on arm gestures in 

a surveillance system. The method determines 

‘Help Me’ arm gestures based on motion and 

face detection. We use Haar-Cascade to detect 

the human face and frame difference for 

detecting arm gestures. 

Arm gestures appear within a search area 

around the detected face. In this search area, 

the method tracks the repetitive arm gestures 

and it successfully recognizes the ‘Help Me’ 

gestures as an emergency signal. It also 

distinguishes the ‘Help Me’ gestures from 

similar arm gestures such as hand waving for 

Bye and body stretching for exercise.

The suggested system can easily detect an 

emergency signal made by a single person. 

And this method can be used effectively in 

situations where a person is not able to 

speak and people have language or voice 

disability.  Additionally, it can complement 

sound and words such as ‘Help Me’ for 

detecting emergency. 

In the future, we plan to extend our work 

of emergency signal detection for multiple 

human arm gestures in the scene.
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