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Development of Supervised Machine Learning based Catalog Entry
Classification and Recommendation System
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ABSTRACT

In the case of Domeggook B2B online shopping malls, it has a market share of over 70% with more than 2 milion members and
800,000 items are sold per one day. However, since the same or similar items are stored and registered in different catalog entries,
it is difficult for the buyer fo search for items, and problems are also encountered in managing B2B large shopping malls. Therefore,
in this study, we developed a catalog entry auto clossification and recommendation system for products by using semi-supervised
machine learning method based on previous huge shopping mall purchase information. Specifically, when the seller enters the item
registration information in the form of natural language, KoNLPy morphological analysis process is performed, and the Naive Bayes
classification method is applied to implement a system that automatically recommends the most suitable catalog information for the
arficle. As a result, it was possible to improve both the search speed and total sales of shopping mall by building accuracy in catalog
entry efficiently.

= keyword : Catalog Entry Auto-Recommendation, Online B2B Shopping Mall, Supervised Machine Leaming, Morphological Analysis,
Naive Bayes Classification Algorithm.

1. Introduction which applies the result of this study is for a B2B on-line
shopping mall with over 2 million registered members.

In addition to the development of the Internet, the use of However, previous B2B web site provide a interface in

online shopping malls is very high in B2B transactions. which users select and register catalog entry classification for

Especially wholesale site of GNG Commerce Co., Ltd[1] product manually. As s result, existing passive systems of
previous online shopping malls do not provide convenience
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tered on different catalog in appropriately. Therefore, we

the products catalog, the efficiency of search goods in the
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In this paper, we present a brief introduction to supervised
machine learning for system development based on python
[2] and suggest the process of analyzing and extracting
meaningful information from item name entered by the user
(B2B seller) using a morpheme analyzer with KoNLPy [3]
using Natural Language Processing as a “semi-supervised
machine learning.” We propose the process of classifying
categories by learning data using Naive Bayes classification
[4, 5] function. In addition, preprocessing method applied di-
rectly to the actual B2B online shopping mall site and the
structure of automatic classification algorithm based on Naive
Bayes are designed in detail and its experimental results are
presented respectively.

2. Machine Learning-based
catalog entry
Auto-Recommendation

2.1 catalog Entry Management and its
Problems

Currently, B2B large-scale online shopping mall such as
GNG commerce Co., Ltd. is manually performing the process
of manually selecting and registering categories as shown in
the following figure. Domeggook.com site on GNG
Commerce Co., Ltd is a No. 1 B2B on-line wholesale shop-
ping mall in Rep. of Korea (On-line wholesale market share
: 70%). There are over 2 million of registered member with
800,000 items sold per one day.
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(Figure 1) Domeggook B2B Shopping Mall & its
Passive Catalog Entry Registration
Process

On Domeggook shopping mall, each seller enrolls their
own item for sale. Then, buyers search for items. In detail,
each seller’s items are enrolled on Domeggook’s online cata-
log DB. Then, Buyers search for items based on this catalog.

Enroll Their Item Domeggook

Online Catalog DB

g =..
a Buyer
(Figure 2) Existing ltem Enrollment Process on

Domeggook B2B Shopping Mall from

B2B Seller & Search Item Process for
B2B Buyer

Search tem

However, similar items are enrolled on different catalog
entry. Therefore, it is difficult to manage catalog system by
Domeggook administrator. For example, exactly same items
were enrolled on different catalog entry (Backpack/Leisure
and Sack/Computer catalog entry as follow figure). So, it is
also difficult to search appropriate item by each buyer.
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Enrolled on Sack/Computer Category

b__.

Difficult to Search items for Buyer

(Figure 3) Existing Problems on Item Enrollment
and Search Process on Domeggook B2B
Shopping Mall

In the case of the existing system [7, 8, 9, 10], since the
process is a passive catalog entry selection method, the regis-
tered product may be enrolled in an inappropriate catalog en-
try and may be re-registered with a previously registered cat-
alog entry. Therefore, it is necessary to develop an advanced
system for classifying and recommending the catalog entry
most suitable for a product name based on a list of existing
categories to be added in the process of registering into item
catalog entry DB of online shopping mall by a B2B mer-
chant (seller).

2.2 catalog Entry Recommendation with
SML

As a solution, we developed catalog entry auto-classi-
fication and recommendation system using Supervised
Machine-Learning(SML) [6, 7]. If a seller(B2B merchant) in-
put item’s name as a natural language format, then proposed
system automatically recommends appropriate catalog entry
set for appropriate enrollment on item DB.

If catalog entry auto-recommendation mechanism is im-
plemented, same and similar item can be registered on exact
and appropriate catalog (Advantage for seller). And then, it
is much more fast and easy to find wanted items from
wholesale on-line shopping mall (Advantage for buyer).
Additionally, it is possible for the B2B admin to maintain
catalog system efficiently (Advantage for B2B site admin-
istrator).

For this purpose, it is necessary to directly pre-process the
product(item) names related to existing catalog entry on de

Input Natural Language

Fast & Easy to find Item

(Figure 4) Suggested Catalog Entry Recommendation
System on Wholesale B2B Shopping Mall

veloping a system for classification and recommendation. To
overcome the problems of catalog entry classification and
recommendation in large wholesale online shopping mall, we
use machine learning method to efficiently classify categories
based on existing registered data and automatically recom-
mend the most suitable catalog entry. Therefore, we devel-
oped an efficient catalog entry automatic recommendation
system using supervised machine learning model specifically.

3. Natural Language Processing
and Morphological Analysis
for SML

3.1 Semi-Supervised Machine Learning
Model

Machine learning is divided into Supervised Learning,
Unsupervised Learning, and Reinforcement Learning models.
In order to apply the machine learning method to the auto-
matic recommendation of the catalog entry information about
the large items sold in the B2B online shopping mall, the
machine learning method using the supervised learning mod-
el is applied in this study.

The supervised leamning model is mainly used for
prediction. Basically, it is a method of leaming by using
learning data using machine learning algorithm and predict-
ing new data based on it. Semi-supervised learning is a class
of machine learning tasks and techniques that also make use
of unlabeled data for training typically a small amount of la-
beled data with a large amount of unlabeled data. Semi-su-
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(Figure 5) Supervised Machine Learning Model

pervised learning [11, 12, 13, 14] falls between unsupervised
learning (without any labeled training data and supervised
learning (with completely labeled training data). The acquis-
ition of labeled data for a learning problem often requires a
skilled human agent. The cost associated with the labeling
process thus may render a fully labeled training set infeasible,
whereas acquisition of unlabeled data is relatively inexpensive.
In such situations, semi-supervised learning can be of great
practical value. Semi-supervised learning is also of theoretical
interest in machine learning and as a model for human learning.

3.2 Morphological Analysis on Catalog Entry

The user performs a process of registering the article to
be registered in the online shopping mall in the name of a
natural language type article. Therefore, for the items regis-
tered in the large online shopping mall, a natural language
processing process is required as a preprocessing process.
Natural language processing generally refers to a set of tech-
niques for analyzing, extracting, and understanding mean-
ingful information in text. n case of English words in natural
language processing, we can divide morphemes based on
white space and perform additional analysis easily by per-
forming exception processing only for some limited cases
such as “Can’t” or “Didn’t".

However, in the case of the Korean language, it is more
difficult to process the English sentence than the natural lan-
guage because the search and the mother language are addi-
tionally attached. Therefore, for the accurate and efficient
processing of Korean information, natural language process-
ing was performed through morphological analysis of parts
by using KoNLPy’s Twitter analyzer, a collection of Python
packages[3].

{Noun) [Adverb) {Noun) [Verb)
a H} HY f
LI-_ II = = i .
[Subject] |Object] |Predicate]

(Figure 6) Example of Korean Morpheme Analysis

4. KoNLPy and Naive Bayes
Classifier

4.1 KoNLPy(3] and Twitter Analyzer

KoNLPy has adopted the GPL v3 license as open source
software. Also, as the name implies, it is a package using
Python and contains various analyzers (Hannanum, Kkma,
Komoran, Mecab, Twitter) inside the software. Therefore,
more accurate morphological analysis result can be obtained
by applying the analyzer according to the characteristics of
input values.

One of the analyzers included in the KoNLPy described
above, the Twitter analyzer provides precise identification of
parts of speech. Since there is a characteristic that the prod-
uct information is additionally written in the case of the ar-
ticle information registered in the large-capacity online shop-
ping mall, the remaining parts are removed using the Twitter
analyzer provided by KoNLPy except for the noun and
English. Through this, it was possible to extract noun in-
formation that is the core of the product name.

Hannanum | Kkma Komoran Mecab Twitter
LF/N L}/ NP Lt/ NP Lt/ NP L} / Moun
=/ & /IX = /X = /X & /Josa
g /N 2/ NNG g/ NNG 2/ NNG 2/ Noun
&/) 2/K0 £/IKO =/IK0 & /Josa
Y/p 9 /W 9 /W /W Y=/ Verb
=CH/E =/EFT =CH/EC =0/ EC C}/Eomi
CH/EEN '

(Figure 7) Examples of Natural Language Analyzers
included in KoNLPy and Twitter

4.2 Naive Bayes Classifier(4]

It is one of the machine learning classification algorithms
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and we can use it for classification of documents or keyword
search. It is a probabilistic classification that applies Bayes
Theorem to the conditional probability and classifies the in-
put data assuming independence of the probability that each
element constituting the document or data. Naive Bayes
should be preceded by consequent learning previously
through supervised learning data as it can be implemented as
a machine learning algorithm.

In this study, we applied the classification method to the
classification using the Naive Bayes classifier and improved
the accuracy of the classification and recommendation results
regardless of the number of data included in each catalog

entry.

log p(C[x) o log [ p(C) | [ 1™
i=1

= logp(Ck) + Y _ a: - logpis

=1
=b+wlx

When a seller want to enroll item into Domeggook online
catalog entry DB, he/she input item name as a natural lan-
guage(especially Korean Language). Therefore, we used both
KoNLPy/Twitter and Naive Bayes classifier to suggest ap-
propriate catalog entry using supervised machine learning
process as follow figure.

Input Item ; Natural Language Domeggook
- Using KoNLPy for NLP Online Catalog DB
N i I "
Naive Bayes Classife \

I Mackine laming |'

1 1 040403040000 item A

(Figure 8) Catalog Entry Auto-Recommendation
Process using both KoNLPy/Twitter
and Naive Bayes Classifier with
Supervised Machine Learning Process

5. Proposed Catalog Entry Auto
Recommendation System

5.1 Structure of Catalog Entry
Classification

Based on the above, we propose the process applied to
the automatic classification and recommendation system of
product categories developed for wholesale online B2B shop-
ping mall.

s

L B4

—
predictve Mosel iy =

F5S
=,
Domwagook Cient ‘L!

(Figure 9) Proposed Catalog Entry
Auto-Recommendation System for Wholesale
Online B2B Shopping Mall

First, the product catalog entry classification system is
used as learning data by using the product name of each cat-
alog entry stored through the connection between the server
on which the classification system operates and the DB
server. At this time, the user inputs the product name (text
information) data in the process of input & register the prod-
uct intends to sell in the online shopping mall. In addition,
the completed information is stored in the DB server in cate-
gories, words (noun, English), number of occurrences and
scores as a Predictive Model.

In order to perform accurate and efficient learning, con-
tinuous learning process is required for as many data as
possible. Therefore, if a method of updating the contents
stored in the DB server through a periodic learning process
rather than a real-time processing method is used, it is possi-
ble to construct an efficient catalog entry recommendation
system for a large-capacity online shopping mall. As a result,
we implemented the following periodic learning method.

el

b= QlEH HESE| (20213)
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(Table 1) Predictive DB for Enrolled ltems

itemCategory wordName wordCount wordScore

01.01_01.01_01_00 @None 0 -8.750049
01_01_01_01_01_00 LiH|HEto| 1 -8.056902
01 01 _01_01_01_00 Y= 1 -8.056902
01.01_01.01_01_00 = 1 -8.056902
01_01_01_02_00_00 @None 0 -8.773849
01_01_01_02_00_00 KC 5 -6.982089
01_01_01_02_00_00 L 1 -8.080702
01_01_01_02_00_00 OoPP 3 -7.387555
01_01_01_02_00_00 5G 1 -8.080702
01_01_01_02_00_00 X 1 -8.080702
01.01_01_02_00_00 7| 1 -8.080702
01_01_01_02_00_00 e 5 -6.982089
01_01_01_02_00_00 g 4 -7.164411
01.01_01_02_00_00 = 1 -8.080702

— 3

Predictive Model

New Data

(Figure 10) Periodic Prediction Learning Structure

When using the registered product for catalog entry fore-
casting and recommendation purposes, it is implemented to
minimize the load of the entire system by querying the DB
server only for the data necessary for judgment. Also, in the
process of text preprocessing, the filtering function was ap-
plied before learning to remove meaningless words in ad-
vance, and the accuracy of catalog entry recommendation
was improved by this process.

DB Server Processing Server
Share learning information

Forward prediction information

A

—

Domeggook Client

(Figure 11) Catalog Entry Classification System
Structure

5.2 Experimental Data

We used 6,394 data set previously stored on B2B shop-
ping mall site of GNG Commerce Co., Ltd. The data below
is part of the products list that are currently registered in the
wholesale site, and our supervised machine learning system
used this data set for classifying and recommending input
item automatically.

(Table 2) Example of Catalog Entry
Classification Learning Data

1E 01_01_02_03_01_00
4B0x3452345)-10 06_04_01_08_00_00
2 D Mo
W7 HOPE B3 1-18

11 20x30+
12 25x35+
13 30x38+
14 35345 4+
15 40x 50 + 4 iy
16 WENE [ 25
17 7000mY 704
15 25X 35 + 4

20 35 x 45 + 4 )
71 |ANITIE g
22 B2 0 x40
73 B 25w 35 8 &0 5 LY e 2
24 B2 [ 20 x 300+ 4 (IR PN U Har
75 OFPUR 10 % 15 +
76 30 x 38 + 4 (IR

06_04_02_02_00_00

* © A Rows 1 - 1,000 of 6,304 frem tatie o

5.3 Local Test

Local testing conducted a machine learning process for
the catalog entry by performing the supervised learning proc-
ess in the CLI environment through the console interface.
The figure below shows the data learning screen. The learn-
ing process is performed by reading the Training Data Set
from the DB and storing the learned Predictive Model in the
DB again.

(Figure 12) Machine Learning Process
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In case of enter the new Item, we can see recommended
categories as shown in below Figure using Predictive Model
and it also provide the filtering result for a search keyword.

(Figure 13) Prediction, Recommendation, and Filtering
Process after Machine Learning Step

In this paper, we propose a preprocessing process for the
data because we use the machine learning model based on
the big data manually registered by the users. Data can be
entered by users in the form of words and phrases they want.
In this process, users can use the filtering function in the reg-
istration process because they include vendors, discount in-
formation, etc. in addition to descriptions of the products
they register. Here, we show it based on the appearance in
the CLI environment, and the original file is set as a * .txt
file to separate words with a comma (,) like CSV.

(Figure 14) Catalog Entry Accuracy Measurement

The accuracy of catalog entry discrimination and recom-
mendation is measured as follows. First, it is confirmed that
the catalog entry classification accuracy is about 37% when
it is judged that it is a correct classification only when the
catalog entry of the stored data is exactly 100%. This is be-

cause there are similar categories in the catalog entry classi-
fication and there are many cases belonging to the over-
lapping catalog entry. As a result, it is confirmed that the
catalog entry is recommended with higher accuracy than the
passive method. In addition, the present invention provides a
function of recommending the top three categories having
high relevance as well as the catalog entry corresponding to
the first catalog entry in the product catalog entry classi-
fication and recommendation system, so that users can finally
select appropriate catalog entry.

5.4 Field Test

In fact, we conducted a direct test process to check
whether the catalog entry classification and recommendation
functions were performed well in cooperation with the data-
base of GNG Commerce, Ltd. The test results showed that
we automatically recommend the top three categories with
high relevance and relevance to the input keywords, as con-
firmed by our local tests.

In case of enter “folding seat computer desk (Korean: 7
o]4] FA FHFE A" as the result of the web execution
below, you can automatically check the three categories of
“computer desk (€1 A, “sitting desk (4] A"

and “other (7]1ED” automatically.

L ] [ ] productapidomeggook.com 0 =
7He| 2] M2 E

P19 2 moiy st pimes ua u

e 24k 04_01_01_02_00_00)

(Figure 15) Catalog Entry Recommendation Results
for Keyword “folding desk computer
desk”

In addition, we confirmed that “Backpack (] 2)”, “Cross
Bag (Z22M)" and “Travel Accessory Case (13§ %Al
©]22)" were automatically recommended as categories when
we requested registration as “Military Backpack Military Bag
Traveling Bag Climbing Bag (Korean: 2] E]g] ¥z 9]

b= QlEH HESE| (20213)

el
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7} o33 871 547", And its accuracy of recom-
mendation was also acceptably high.

| BN ] produstapl domeggosk.com 0 » ;
7be| 1] FHEE
F4 5 o 200w oiwiom Boel

(Figure 16) Catalog Entry Recommendation Results
for Keyword "Military Backpack Military
Bag Traveling Bag Climbing Bag”

Finally, even if you input the words seprated by ’/’
such as “Golden long sword / Golden knife / Toy knife /
Long knife / Ninja knife / General knife (Korean: 32747
| S Pdard | 22 | AR | ), three cate-
gories such as “Toy gun (%), “Knife / cutting / cut-
ting tool (Z / =7t/ AR 717" and "tool play (F-T&°l)"
categories were automatically recommended. It was some-
what less accurate, but we could confirm that the relative cat-
alog entry “sword (7)”, “knife (Z)” and the catalog entry
containing the word “toy (°3'd7})” were automatically
recommended.

[ N T productapi domeggock.com 0o »
FtHl e FHAEE

95 ymeppzuenumed o

(Figure 17) Catalog Entry Recommendation Results
for Keyword “Golden long sword /
Golden knife / Toy knife / Long knife
/ Ninja knife / General knife’

As you can see in the above example, the catalog entry
is recommended automatically and fairly accurately according
to the input keyword. Experimental results show that the

knowledge - based machine learning method can improve the
classification accuracy of items and the relevance to recom-
mended categories than manual passive catalog entry registra-
tion method. As a result, sales of B2B online shopping malls
can be expected to improve.

6. Conclusion

We developed a catalog entry classification and automatic
recommendation algorithm for registered products based on
supervised machine learning technology for purchase in-
formation with a morphological analyzer (KoNLPy) to ex-
tract meaningful information from the product name (text in-
formation) entered by the users of large scale online B2B
shopping mall. As a result, it was possible to improve the ac-
curacy of the product more than when the shop user man-
ually registered the shopping mall. In order to provide more
accurate catalog entry classification and automatic recom-
mendation function, it is necessary to improve the quality of
learning data by eliminating redundant words in the filtering
process and to correct etrors in the registered catalog entry.
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