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Implementation Method for DASH-based Free-viewpoint 
Video Streaming System
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Minjae Seo Jong-ho Paik

ABSTRACT

Free-viewpoint video (FVV) service provides multi viewpoints of contents and synthesizes intermediate video files which are not 

captured on some view angles so that enables users to watch as they choose wherever they want. Synthesizing video is necessary 

technique to provide FVV video service, because every video of the FVV contents for different view angles cannot be stored to the 

content server physically. For the reason, fast view synthesis can improve the quality of video service and increase user's satisfaction. 

One of the studies for FVV service, a method was proposed to transmit FVV service based on DASH (Dynamic Adaptive Streaming 

over HTTP). There is big advantage on using DASH that it is commonly used to transport video service. However, the method was only 

a conceptual proposal, so it is difficult to implement the system using the proposal.

In this paper, we propose an implementation method to provide real-time FVV service smoothly. We suggest a system structure and 

operation method on the server and client side in detail, which is to be applicable to synthesize video quickly. Also, we suggest 

generating FVV service map additionally which controls a FVV service overall. We manage real-time information of the whole service 

through the service map. The service can be controlled by reducing the possible delay from network situation.

☞ keyword : Free-viewpoint Video, DASH, Multi-viewpoint, FVV, Streaming Service, Immersive Video

1. Introduction

With the improvement of image processing technology 

and hardware device specifications, the way to provide video 

is gradually changing from a passive mode which shows a 

screen with only one fixed view. To allow users to watch a 

video immersively, video services are being provided in 

various forms recently such as VR (Virtual Reality), AR 

(Augmented Reality) and so on. For users’ immersive 

experience, FVV service has been studied actively in video 

experts groups and video service providers[1]. FVV service 
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provides multi viewpoints of a video contents and 

synthesizes intermediate video files which are not captured 

on that view angles so that enables users to watch as they 

choose wherever they want.

The technique of synthesizing video is necessary in order 

to provide FVV video service, because the service contents 

physically cannot be stored to the contents server with every 

video file for different viewpoints. Also, synthesizing view is 

very important to for providing stable video service which is 

directly connected to QoS (Quality of Service). Synthesizing 

view can be processed on both server and client side, but 

generally FVV services are required to synthesize on the 

client side for smooth playback considering the existing 

computer capacity.

To provide FVV streaming, one method was proposed to 

transport FVV video which synthesizes video on the client 

side based on DASH [2]. There is big advantage on using 

DASH that it is commonly used to transport video service. 

Contents providers can easily apply the method to the 

existing systems, and users can be serviced without particular 
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restriction. However, since the method is only a conceptual 

proposal, it is difficult to implement the system using it.

Therefore, we propose an implementation method to 

provide real-time FVV service smoothly in this paper. We 

suggest the system structure and operation method on the 

server and the client side both to synthesize video quickly. 

It makes possible to provide FVV service stably as well. In 

addition, we suggest how to send a service map additionally 

which controls a FVV service overall, so the synthesized 

video and existing video can be mapped according to the 

user's viewpoint. This mapping information can reduce the 

delay that may occur depending on the network environment. 

It helps to find nearest video which can be serviced with the 

circumstances when users want to change views and it helps 

to maintain seamless FVV service. Through the proposed 

implementation method, the service provider can provide 

free-viewpoint service stably.  

2. Related Work

2.1 FVV (Free-Viewpoint Video)

Free-viewpoint video is interactive multimedia service that 

allows users to change their viewpoint or directions, and 

search whatever they want to watch[3]. There are many 

studies for provide video service with multi viewpoints. 

The video service is efficient for the sport games and 

concerts for amusement and many contents provider is trying 

to service FVV.

It is necessary to synthesize video which is not captured 

by camera, but there is still problem that it takes much time 

to be serviced and the method is not simple to be performed.

(Figure 1) Correspondence and Depth-Image Based 

Rendering for free-viewpoint video[4]

(Figure 2) Free-Viewpoint video transmission 

Models

2.2 A DASH based Free-viewpoint Video 

Streaming System

Ahmed proposed DASH-based FVV streaming system[2]. 

Free-viewpoint video streaming method can be divided into 

two kinds.

First, when a client requests viewing at a time when the 

original image does not exist, the server synthesizes the 

intermediate viewpoint and sends the corresponding data. 

Second one is a method that  the service provider provides 

necessary data in advance such as video and depth 

information for composition, and the client synthesizes the 

video with using the corresponding information and plays the 

video[2].

In the case of Ahmed, the latter study was conducted. It 

is noted that processing time can be reduced by processing 

the video processing technique such as video synthesis at the 

client side, and a higher quality image can be transmitted 

within a given bandwidth. In addition, because the network 

environment of each user can be different, it is possible to 

select the video quality variably, thereby preventing QoS 

degradation due to service disconnection [4].

This is largely related to the four main characteristic of 

FVV[2].

Responsiveness - The user must receive a response from 

the system in real time, and the delay time from 
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(Figure 3) Architecture of the free-viewpoint video streaming service

acquiring the object after requesting the change of view 

should be minimized. It includes both network related 

delays and processing delays. 

Scalability - It should be able to process smoothly even 

when multiple clients connected at the same time to 

request a screen of another view. 

 Adaptability - It should be able to provide optimal 

quality to clients over heterogeneous network even 

network environments change dynamically.

 Immersiveness - The user must be able to choose any 

points of view, and smooth and responsive video 

services should be provided.

To solve this problem, he tried to manage a large number 

of users flexibly using an HTTP web server. It enables quick 

response to the user's requests while changing the video 

quality according to the view synthesis function and the 

network bandwidth on the client side. The streaming system 

architecture proposed by Ahmed is shown in figure 3.

There are a content server and a web server in the server 

side. Depending on the viewpoint position, each video is 

segmented by time MPD (Media Presentation Description) 

document manages this video address. MPD document can 

exist in three forms. First, there is a MPD per stream, and 

a MPD exists for each viewpoint. Finally, there is a MPD 

that manages the entire service. Ahmed assumes that there is 

a metafile that manages the entire MPD, original video and 

depth video components. The client side can parse the 

metafile and download the video to receive the service.

Ahmed also proposed bandwidth-based switching logic 

based on sampled R-D (rate-distortion) values, but this paper 

does not consider the part and focuses on the overall 

streaming service structure.

2.3 MMT-PI (MPEG Media Transport- 

Presentation Information) 

MMT-PI is a document format that has spatial and 

temporal information of media used in MMT standard. 

MMT-PI is largely composed of HTML documents and 

MMT-CI (also known as MPEG CI) [6]. The HTML 

document conforms to the HTML5 format and contains 

spatial information of the initial state of the media. 

The subsequent screen configuration information is made 

through the CI document. MMT-CI is a XML-formatted 

document that contains temporal information about the media 

content provided on the screen[6]. CI document references an 

HTML document to define elements within the HTML. 

If a HTML5 document has spatial information of elements 

such as video, audio, etc., temporal information 

corresponding to the HTML5 document is configured in the 

CI. Figure 4 shows the structure of MMT-PI [6].

In this paper, MMT-PI is considered as a metafile that 

manages the entire MPD documents. The user can be 

informed about initial screen configuration of the service. 

When the user selects desired view location, MMT-CI and 

HTML document which is for the spatial information 

corresponding virtual location of the video service are 
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(Figure 5) System Architecture of the Proposed Free-viewpoint Video Streaming Service

(Figure 4) Structure of MMT-PI

provided to the client side. In addition, MMT-CI includes 

internal information for synchronization between media data. 

This makes it easy to manage the relationship between every 

video and audio.

For the FVV service, video should be changed by the 

user's request and audio should be changed also according to 

the view change. In order to provide smooth FVV service, 

it is necessary to change audio and video naturally. 

Therefore, we use MMT-PI as FVV service map format 

considering these advantages in this paper. 

3. Implementation Method for 

DASH-based Free-viewpoint 

Video Streaming System

3.1 Proposed FVV Streaming System

The proposed structure is shown in Figure 5. There may 

be a number of video files used for the entire service, but 

usually two video files are used for synthesizing views which 

referred to as left video and right video. The left and right 

sides are decided, when a virtual view is need to be 

synthesized in the middle of two video files. At the time of 
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capturing, each camera is arranged by the distance 

calculation. The distance can be varied depending on the 

specifications of the camera or the overall stage size for the 

video service. Also it depends on how the service is 

provided. The overall service structure type can be dome, or 

cube, or a spherical structure. Information such as the 

number of cameras and the layout of the cameras are 

delivered to the video service map generator. Then, the 

captured video is converted and passed to the H.265 encoder. 

The encoded video files are encapsulated as MP4 box format 

for transmission.

The system structure has additional processes. In order to 

synthesize the video, it is performed with the left and right 

original video files, the left and right depth video files, and 

necessary information files for synthesis. Commonly used 

synthesis program performs 3D warping, video integration, 

and hole-filling with the above information. However, it 

takes about one second to generate a single frame of 

synthesized image when experimenting with the program, so 

it takes a considerable time for the user to receive the 

synthesized image. Therefore, it is necessary to synthesize 

faster in order to provide smooth service, so we designed a 

method to shorten the time which takes the most time in 

advance in the server side.

To do this, we suggest to prepare left and right original 

videos encoded as H.265 format. Then, we encapsulate the 

videos as MP4 box format, and we also sends the H.265 

format video to the H.265 decoder. The reason is to prevent 

the problem that may occur on the client side, in order to 

reduce the difference between the image decoded by H.265 

and the depth image generated in advance by the server and 

the 3D warped image. Then, a depth video is generated by 

depth estimation, and a 3D warped video is generated 

through the decoded image and the depth video. And then it 

is encapsulated as MP4 format. The server provides the 

original video and the 3D warped image at the same time, 

and the MPD document can be generated for each view with 

this information. The generated MPD document information 

is input into the service map generator, and the created 

service map is transmitted to the user. The user selects the 

view which is to be provided through the service map.

If the original video exists at the view point selected by 

the user, the corresponding video can be provided 

immediately. However, if the original video does not exist, 

the view can be synthesized through the left and right 3D 

warped images of the corresponding position.

3.2 Server Side

After the capturing of the video, the service configuration 

can be made after the number of the whole views, the 

distance between the defined videos, and the relationship 

information are delivered to the service map generator.

In addition, the media must be performed necessary tasks 

such as video conversion and encoding before configuring 

the service.

Figure 6 shows the work flow for server side systems. 

The media controller transfers the segment configuration 

information of the image to the MPD. The MPD controller 

configures the MPD document with the received information. 

Then, the MPD information is delivered to the service map 

controller so that each MPD can be mapped to the map by 

the viewpoint position. The generated service map is 

delivered to the client, through which the user can select the 

view of the service.

The response work for requests is simple compared to the 

initial workload of the server. If the video of the requested 

view position is close to or farther than the current viewpoint 

of the user, the operation of the server is different. In case 

1, if the user requests a video of a view that does not have 

an original video which is near from, the server can to 

provide the original video and audio without any change. 

The spatial information of the service will not be changed, 

but the temporal information will be changing on the server.

In case 2, when the user can select a new viewpoint 

image that is not expected, the client can access MPD of the 

corresponding location with service map information. the 

video and audio of the changed location in the MPD file are 

requested to the media controller in the server, and the server 

transmits the audio and video corresponding to the request.

3.3 Client Side

Figure 7 shows the work flow of the main functions 

within the client. It is most important to get a service map 

from the server to start the service. The service map contains 

information about how many views are provided and also the 
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(Figure 7) Sequence Diagram of Client System

(Figure 6) Sequence Diagram of Server System



Implementation Method for DASH-based Free-viewpoint Video Streaming System

한국 인터넷 정보학회 (20권1호) 53

relationship between each view. When the user selects a 

view point in the FVV service, the view controller requests 

the video first of the view from the media controller. The 

media controller downloads the file through the address of 

MPD that it has. At this time, other videos corresponding to 

the top and bottom or the left and right sides of the current 

video are downloaded.

This is because when the user switches the screen, it is 

more likely to select a view that is closer to the currently 

viewed video than the far-sighted view.

Also, moving to a nearer view rather than moving to a 

farther view should be smoother to improve the quality of 

the overall service. Therefore, it is assumed that the service 

downloads about 3 to 5 images depending on the network 

conditions. In the case of audio, the composition of the 

sound can be various depending on the view location. For 

example, we can suppose that a FVV service provides is an 

orchestra. When a musician is playing the violin on the left 

side of the orchestra and another musician is playing the 

cello on the right side, the violin's performance will be much 

louder on the left, and the cello's performance will be much 

louder on the right.

Depending on the service provider, there are different 

methods such as providing position control information 

related to one audio or controlling the sound by providing 

several audio. However, basically it is hard to adjust sounds 

in the service with few audio files smoothly, and it is 

impossible to get every audio file for each view location. So 

we assume that the service has audio and related information 

and adjust the audio to match the current video in the user's 

view. The media controller controls the video quality so that 

both video and audio are to be synchronized and the stable 

service can be provided.

Case 1 in figure 7 means that the user requests a view in 

which the original video at the position does not exist. If a 

user selects a view point in FVV service, the view controller 

requests video of the view to the media controller. The 

media controller downloads surrounding videos at the same 

time, and it can synthesize the video with the acquired 

videos. And it provides the synthesized video to the user.

Case 2 occurs when the user can select a video at view 

that is not expected. The user can select the view around the 

video that the user is watching, even if the original video 

does not exist. Because the surrounding video has already 

been downloaded, it can be used to synthesize viewpoints. 

However, if the user selects a remote view location, the 

service should provide only the view in which the original 

video exists when the view is initially changed.

The view was requested when the original video is not 

downloaded, so it is the best way to provide a stable service 

to the user by allowing the view to be accessible first and 

then changing to the surrounding point of view through 

interface control.

Once the user has requested a viewpoint change, the view 

controller makes a request to the media controller as usual. 

If the media controller requests a video that does not exist 

in the media controller, the media controller provides video 

and audio through the MPD file at that point on the server 

and plays it.

4. ConClusions

In this paper, we proposed an implementation method to 

make FVV streaming natural and smooth. The service map 

contains the necessary information for both providing and 

receiving services. The service provider can more easily 

manage the contents and can regularize the synchronization 

method or the screen switching method without individually 

setting it. The service map is provided at the beginning of 

the service. For stable service, the information such as video 

is included in each MPD, so that the video is downloaded 

and provided in real time.

Therefore, we generated a service map in the form of a 

PI document. Providing the service map as PI document 

format has two major advantages. First, we can define views 

that are available to users in the MPD, and make it easy to 

manage the entire service time and space information in 

conjunction with the CI. The synchronization problem is 

important to provide FVV services smoothly. Through this 

service map and documents, it is possible to consider the 

synchronization between video and audio, and between the 

converted video.

In addition, this method is expected to save time and cost 

in the client side. Our suggesting streaming system 

architecture which is more detailed than the existing 

suggestion. Also, we designed the system which can 
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synthesize easily on the client system.

Existing system performs synthesis process by on large 

module, but we divided it into several modules and put 3D 

warped video generation process to the server side to reduce 

time consuming. The process time take quite big importance 

in delay of the service, and it can drop the quality of the 

service. Moreover, we also presented the operation flow of 

server and client side. Through the proposed system, the 

server and the client can operate by following the proposed 

flow. We divided the user's view changes into two cases in 

this paper. The case 1 means that the user requests a view 

in which the original video does not exist, when the user and 

trying to change the view location. This can occur only in 

a position close to the previously viewed video.

When the user requests, there is no additional work on the 

server, because the original video and the 3D warped video 

are transmitted together from the beginning of the view. All 

the data is already transmitted that can be synthesized at the 

client side. However, additional work is required by the 

user's request on client side. Synthesized video is generated 

with surrounding original videos and 3D warped videos, and 

it is synthesized considering the flow of time.

The case 2 occurs when the user selects other view that 

is not anticipated. At this time, the client accesses the view 

controller and checks whether there is video of the 

corresponding viewpoint in the client. The media controller 

requests to the server through MPD of the video which is not 

downloaded yet. The server sends the requested video.

In this paper, we propose concrete module unit and 

operation flow by constructing system that utilizes service 

map actively. It will be possible to provide FVV service 

naturally and smoothly. It is clear that the network 

environment and the situation, and the processing capability 

of the terminal are very important factors in providing FVV 

streaming service. However, these problems do not improve 

in the short term, so it is important to find a way to provide 

the best service in the present situation.

Future research will focus on the operation of the user 

interface mapped with the service map. In order to provide 

natural service, it is important to minimize the delay time. 

There remains a problem such as what type of input method 

should be used to select view location information, how long 

the maximum delay time should be set which to be provided 

after the search, and what degree of sensitivity to react.

In addition, there is problem such as whether a separate 

audio file is generated and then synchronization is 

established, or additional information that can be modulated 

is provided and set when constructing audio information.

Changing the viewpoint also means that the user’s virtual 

location is changed which is received for the service, so the 

immersiveness of the service degrades if the sound is the 

same. Finally, we will study focus processing on objects. 

Although the viewpoints are the same, they are not 

necessarily mapped to the same view. If the focus is on a 

certain object, the viewpoint can be fixed, but it is difficult 

to see a meaningful scene immediately when the position is 

changed with the simple position information without focus. 

Therefore, we will continue to conduct such research in the 

future.   
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