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Abstract. In this article, we introduce a new kind of subnormal weighted

shifts, which is a generalized form of Bergman shift, and discuss the k-

hyponormality of its backward extensions.
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1. Introduction

Let H be a separable, infinite dimensional, complex Hilbert space and let
L(H) be the algebra of all bounded linear operators on H. An operator T in
L(H) is said to be normal if T ∗T = TT ∗, hyponormal if T ∗T ≥ TT ∗, and
subnormal if T = N |H , where N is normal on some Hilbert space K ⊇ H. For
A,B ∈ L(H), let [A,B] = AB−BA. We say that an n-tuple T = (T1, · · · , Tn) of
operators in L(H) is hyponormal if the operator matrix ([T ∗j , Ti])

n
i,j=1 is positive

on the direct sum of n copies of H. For a positive integer k, T ∈ L(H) is k-
hyponormal if (I, T, · · · , T k) is hyponormal. It is well known from Bram-Halmos
criterion that T is subnormal if and only if T is k-hyponormal for all k ∈ N
(cf. [1],[8],[10]). Thus the implications ‘subnormal ⇒ · · · ⇒ 2-hyponormal ⇒
hyponormal’ hold, but each converse is not true in general. Since Curto in 1990
([3]) introduced a bridge between the hyponormality and subnormality in the
concept of k-hyponormality, many operator theorists have studied these classes
of operators until now. In the study of these classes, the weighted shifts have
played an important roles. ([3],[4],[7],[9],[11],[12], etc.)
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Recall that let α := {αn}∞n=0 be a bounded sequence in the set R+. The (uni-
lateral) weighted shift Wα acting on `2(N0), with an orthonormal basis {ei}∞i=0,
is defined by Wαen := αnen+1 for all n ∈ N0 := N ∪ {0}. It follows straight-
forward that Wα is hyponormal if and only if αn ≤ αn+1 (n ≥ 0). There are
some problems to study the structure of weighted shifts Wα, such as flatness,
completion of a finite initial weights to a weight sequence, backward extension of
a weight sequence to a new one, etc. Stampfli in [14] proved that if a subnormal
weighted shift Wα with αn = αn+1 for some n ≥ 0, then α1 = α2 = · · · , i.e.
Wα has flatness. Also in [3], Curto improved this result that 2-hyponormal of
weighted shift Wα immediately forces the weight α to be flat.

If the weight sequence α = {αn}∞n=0 is given by αn =
√

n+1
n+2 (n ≥ 0), then the

corresponding weighted shift is called the Bergman shift ([2]). As an application
of Bergman shift, there is the backward extension problem which was introduced
by Curto and Fialkow ([5], [6]).

Problem. Let α(x) : x, α0, α1, · · · (x > 0) be an augmented weight sequence for
the given α = {αn}∞n=0 and let a weighted shift Wα(x) be a backward extension
of Wα. Assume that Wα is k-hyponormal for k ∈ N ∪ {∞}. Describe the sets

HE(α;n) = {x ∈ R+ : Wα(x) is n-hyponormal} (1 ≤ n ≤ k).

In [4], they showed the example that if Wα(x) is an one-step backward exten-
sion of the Bergman shift Wα, then there exists a sequence {λk}∞k=1 ⊂ R+ with

limk→∞ λk =
√

1
2 such that λk > λk+1 (k ≥ 1) and HE(α; k) = (0, λk], where

λ1 =
√

2
3 , λ2 = 3

4 , λ3 =
√

8
15 , λ4 =

√
25
48 , · · · , and HE(α,∞) =

(
0,
√

1
2

]
, which

distinguishes the classes of k-hyponormal operators from one another. Further-
more, the authors obtained a formula in [11] that captured such examples. Also
in [7], they considered an one-step backward extension of Bergman shift Wα(x)

with weight sequence α(x) : α0 =
√
x, αn =

√
n+2
n+3 (n ≥ 1) and obtained a for-

mula for k-hyponormal of Wα(x) which contributed to the improvement of the
study of relationships between subnormality and hyponormality. Moreover, au-
thors in [9] considered a Bergman-like shift which is a generalization of Bergman
shift and they proved that all Bergman-like shifts are subnormal.

In fact, the gaps among the classes of subnormal and hyponormal weighted
shifts have been investigated markedly via some models of weighted shifts. In this
point of view, it is worth studying some backward extensions of Bergman-type
weighted shifts, that is, the corresponding weight sequence has Bergman tail. In
this paper, we consider one-step [and two-step] backward extension of weighted
shifts of Bergman-type and will present concrete formula of k-hyponormal for
each k ≥ 1.

This paper consists of four sections. In Section 2, we give some key lemmas
on calculations of determinants beginning with so called as Cauchy’s double
alternant. In Section 3, we discuss the problem of k-hyponormality of one-step
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[and two-step] backward extension for Bergman-type shifts, which improves the
results of [7], [11], [12], etc. In Section 4, we introduce a new kind of subnormal
weighted shifts, which is a generalized form of Bergman shift and discuss the
k-hyponormality of its one-step backward extension.

Throughout this note we denote N, Z+ and R+ for the set of positive integer,
nonnegative integer and nonnegative real numbers, respectively.

The calculations in this paper were obtained through computer experiments
using the software tool Scientific WorkPlace [15].

2. Fundamental lemmas

In this section, we give essential lemmas to prove main results. First, we
recall Cauchy’s double alternant ([13, p.6]) that the determinant of the matrix
with (i, j) entry 1

Xi+Yj
is

det
1≤i,j≤n

(
1

Xi + Yj

)
=

∏
1≤i<j≤n (Xi −Xj) (Yi − Yj)∏

1≤i,j≤n (Xi + Yj)
. (2.1)

From (2.1) we have the following Lemma([7, p.460]).

Lemma 2.1 ([7]). For ω ≥ 0, the determinant An (ω) of the matrix with (i, j)
entry 1

ω+i+j−1 (1 ≤ i, j ≤ n) is 1

An (ω) = (1!2! · · · (n− 1)!)
2 Γ (ω + 1) Γ (ω + 2) · · ·Γ (ω + n)

Γ (n+ ω + 1) Γ (n+ ω + 2) · · ·Γ (2n+ ω)
.

By using Lemma 2.1, we can obtain some results for the following Hankel
matrices, we omit the tedious calculations here.

Proposition 2.2. For x > 0, let Bn+1(x) := (bi+j)0≤i,j≤n be a (n+1)× (n+1)

matrix, where

b0 := 1, b1 :=
1

x
, bk :=

1

k + 1
(2 ≤ k ≤ 2n).

Then

det (Bn+1(x)) = −
(

1

x
− 1

2

)2
(

(1!2!3! · · · (n− 2)!)
2

(4!5! · · · (n+ 2)!)

(n+ 3)! (n+ 4)! · · · (2n+ 1)!

)

−
(

1

x
− 1

2

)(
(1!2!3! · · · (n− 2)!)

3
((n− 1)!n!)

2

(n+ 3)! (n+ 4)! · · · (2n+ 1)!

)

+
(1!2!3! · · ·n!)

3

(n+ 1)! (n+ 2)! · · · (2n+ 1)!
.

1Γ(·) is the gamma function.
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Proposition 2.3. For p > 1, the determinant of the matrix C
[1]
n (p) := (ci+j)0≤i,j≤n−1,

where

ck :=
1

(k + 1)p− k
(0 ≤ k ≤ 2n− 2),

is

det
(
C [1]
n (p)

)
=

1

(p− 1)
n

(1!2! · · · (n− 1)!)
2(∏n

k=1

∏n
s=1

(
1
p−1 + k + s− 1

)) .
Proposition 2.4. Let p > 1 and p 6= 2. Consider the matrix C

[2]
n+1(p) :=

(ci+j)0≤i,j≤n, where

c0 =
1

2− p
, c1 = 1, ck =

1

(k − 1)p− (k − 2)
(2 ≤ k ≤ 2n).

Then

det
(
C

[2]
n+1(p)

)
=

1

(p− 1)
n+1

(1!2! · · ·n!)
2(∏n

l=0

(
1
p−1 + l − 1

)l+1
)(∏2n

l=n+1

(
1
p−1 + l − 1

)2n−l+1
) .

3. k-hyponormality of backward extensions of Bergman shifts

Given weight sequence α = {αn}∞n=0 and the weighted shift Wα, we define
the moment sequence {γi}∞i=0 by γ0 := 1, γi := α2

0 · · ·α2
i−1 (i ≥ 1). For ` ∈ N, we

denote an augmented weight sequence of an increasing sequence α by

α(x1, ..., x`) : x`, x`−1, ..., x1, α0, α1, α2, ...

with 0 < x` ≤ · · · ≤ x2 ≤ x1 ≤ α0. Then the associated weighted shift
Wα(x1,...,x`) with a sequence α(x1, ..., x`) is an `-step backward extension of Wα.
Now we define a sequence γ̃(x1, ..., x`) := {γ̃i}i≥0 as γ̃0 := 1 and

γ̃n := x2
` · · ·x2

`−n+1, for 1 ≤ n ≤ `;
γ̃n := x2

` · · ·x2
1α

2
0 · · ·α2

n−`−1, for `+ 1 ≤ n.

Then we call γ̃ ≡ γ̃(x1, ..., x`), the moment sequence of α(x1, ..., x`). Set

HE`(α, n) := {(x1, ..., x`) : Wα(x1,...,x`) is n-hyponormal}.

From now on we may assume that the subnormal weighted shift Wα satisfies
α0 < α1 < α2 < · · · < αn < · · · to escape the trivial case, so called, flatness.
The following Lemma is a modification of a 1-step backward extension in [6,
Lemma 3.3].
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Lemma 3.1 ([11, Lemma 2.1]). Let Wα be a k-hyponormal weighted shift
and 1 ≤ n ≤ k. Then Wα(x1,...,x`) is n-hyponormal if and only if the Hankel
matrix

Mn+1(`, i) :=

 γ̃i · · · γ̃i+n
...

. . .
...

γ̃i+n · · · γ̃i+2n

 (3.1)

is positive for every i with 0 ≤ i ≤ `− 1. Moreover, we have

HE`(α, n) = {(x1, ..., x`) : Mn+1(`, i) ≥ 0, 0 ≤ i ≤ `− 1}.

3.1. One-step backward extensions. For a positive integer m, we consider
a weight sequence as follows:

α (x;m) :

√
x

m
,

√
m

m+ 1
,

√
m+ 1

m+ 2
,

√
m+ 2

m+ 3
,

√
m+ 3

m+ 4
, · · · . (3.2)

Then we obtain the following first main result.

Theorem 3.2. Let Wα(x;m) be a weighted shift with weight α (x;m) in (3.2).
Then the following assertions hold.

(i) For m = 1, Wα(x;1) is n-hyponormal if and only if 0 < x ≤ λ[1]
n , where

λ[1]
n :=

1

2
∑n
i=1

1
i

.

(ii) For m ≥ 2, Wα(x;m) is n-hyponormal if and only if 0 < x ≤ λ[m]
n , where

λ[m]
n :=

(m− 1)
(∏m−1

l=1 (n+ l)
)2

(∏m−1
l=1 (n+ l)

)2

− ((m− 1)!)
2
.

Proof. To prove the result (i), we mimic the methods in the proof on [11,

Theorem 2.1]. Denote λ
[1]
n for the root of det(Mn+1(1, 0)) = 0. Then we can

obtain that
1

λ
[1]
n+1

=
1

λ
[1]
n

+
A2
n+1 (0)

An (1) ·An+1 (1)
.

Using Lemma 2.1 for cases ω = 0, 1, we have

1

λ
[1]
n+1

=
1

λ
[1]
n

+
2

(n+ 1)
,

which induces

λ
[1]
n+1 =

1

2 +
∑n
i=1

2
i+1

(n ≥ 1).
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(ii) For our convenience, consider Λn+1(x) = m
xMn+1(1, 0) in (3.1). From

Lemma 2.1, we have

det(Λn+1(x)) = mn+1

((
1

x
− 1

m− 1

)
An (m) +An+1 (m− 2)

)
.

Write λ
[m]
n for the root of det(Λn+1(x)) = 0. From some computations, we can

obtain that

λ[m]
n =

(m− 1) ((m+ n− 1) (m+ n− 2) · · · (n+ 1))
2

((m+ n− 1) (m+ n− 2) · · · (n+ 1))
2 − ((m− 1)!)

2

=
(m− 1)

(∏m−1
l=1 (n+ l)

)2

(∏m−1
l=1 (n+ l)

)2

− ((m− 1)!)
2
.

The proof is complete. �

The following corollaries are direct consequences of Theorem 3.2.

Corollary 3.3. Let α (x; 2) :
√

x
2 ,
√

2
3 ,
√

3
4 ,
√

4
5 , · · · . Then Wα(x;2) is n-hyponormal

if and only if 0 < x ≤ λ[2]
n := (n+1)2

n(n+2) .

Corollary 3.4 ([7, Theorem 4]). Let α (x; 3) :
√

x
3 ,
√

3
4 ,
√

4
5 ,
√

5
6 , · · · . Then

Wα(x;3) is n-hyponormal if and only if 0 < x ≤ λ[3]
n := 2(n+1)2(n+2)2

n(n+3)(n2+3n+4) .

Corollary 3.5. Let α (x; 4) :
√

x
4 ,
√

4
5 ,
√

5
6 ,
√

6
7 , · · · . Then Wα(x;4) is n-hyponormal

if and only if 0 < x ≤ λ[4]
n := 3(n+1)2(n+2)2(n+3)2

n(n+4)(n2+2n+3)(n2+6n+11) .

3.2. Two-step backward extensions. Let Wα be a subnormal weighted shift
with a sequence α = {αn}n≥0. For 0 < y ≤ x, consider a two-step backward
extension weighted shift Wα(x,y) with a sequence α(x, y) : y, x, α0, α1, · · · . It
is well known that Wα(x,y) is n-hyponormal if and only if two Hankel matrices
Mn+1(2, 0) and Mn+1(2, 1) are positive semi-definite in (3.1) ([12, Lemma 3.1]).
Now we introduce an example for two-step backward extension of Bergman shifts
Wα(x,y) and show the concrete formula for n-hyponormality of Wα(x,y).

From now on, we consider a weight sequence as follows:

α (x, y) :

√
y

2
,

√
x

3
,

√
3

4
,

√
4

5
,

√
5

6
,

√
6

7
, · · · . (3.3)

Theorem 3.6. Let α (x, y) be given in (3.3) and let Wα(x,y) be the associ-
ated weighted shift. Then Wα(x,y) is n-hyponormal if and only if 0 < x ≤

2(n+1)2(n+2)2

n(n+3)(n2+3n+4) and 0 < y ≤ 96(n+1)2x
n(n+2)Pn(x) , where

Pn (x) := (n− 1) (n+ 3)
(
n4 + 4n3 + 9n2 + 10n− 8

)
x2

− 4 (n− 1) (n+ 3)
(
n2 + 2n+ 4

)
(n+ 1)

2
x+ 4n (n+ 2) (n+ 1)

4
.
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Proof. Let α (x, y) be given in (3.3). Then the moments of γ̃ := γ̃(α(x, y)) =
{γ̃i}i≥0 as follows:

γ̃0 = 1, γ̃1 =
y

2
, γ̃n =

xy

2(n+ 1)
(n ≥ 2).

For simple computations, we consider two Hankel matrices

Λn+1(x, y; 0) :=
2

xy
Mn+1(2; 0) =


1

1
2xy

1
x

1
3 · · · 1

n+1
1
x

1
3

1
4 · · · 1

n+2
...

...
...

. . .
...

1
n+1

1
n+2

1
n+3 · · · 1

2n+1

 (3.4)

and

Λn+1(x, y; 1) :=
2

xy
Mn+1(2; 1) =


1
x

1
3 · · · 1

n+2
1
3

1
4 · · · 1

n+3
...

...
. . .

...
1

n+2
1

n+3 · · · 1
2n+2

 . (3.5)

Then

det Λn+1(x, y; 0) =

(
2

xy
− 1

)
An (2) +Bn+1 (x) ,

det Λn+1(x, y; 1) =

(
1

x
− 1

2

)
An (3) +An+1 (1) .

If we apply Lemma 2.1 to (3.5), from computations we have

Mn+1(2; 1) ≥ 0⇐⇒ x ≤ An (3)
1
2An (3)−An+1 (1)

=
2 (n+ 1)

2
(n+ 2)

2

n (n+ 3) (n2 + 3n+ 4)
.

Also we use Lemma 2.1 and Proposition 2.2 to (3.4), we can obtain

Mn+1(2; 0) ≥ 0⇐⇒ y ≤ − 2An (2)

x (Bn+1 (x)−An (2))
=

96 (n+ 1)
2
x

n (n+ 2)Pn(x)
.

Hence we have proved the result. �

The following example([11, Example 3.4]) is a direct consequence of Theorem
3.6.

Example 3.7. Let a weight sequence α (x, y) be given in (3.3). For k ∈ N∪{∞},
set

HEk (x, y) := {(x, y) ∈ R2
+ : Wα(x,y) is k-hyponormal}.

Then we obtain

HE2 (x, y) =

{
(x, y) : 0 < x ≤ 72

35
, 0 < y ≤ 9x

4 (10x2 − 45x+ 54)

}
,
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HE3 (x, y) =

{
(x, y) : 0 < x ≤ 200

99
, 0 < y ≤ 32x

15 (73x2 − 304x+ 320)

}
,

HE4 (x, y) =

{
(x, y) : 0 < x ≤ 225

112
, 0 < y ≤ 25x

12 (301x2 − 1225x+ 1250)

}
, ...,

HE∞ (x, y) = {(x, y) : x = 2, 0 < y ≤ 1} .

It is easy to see that HE2 (x, y) % HE3 (x, y) % HE4 (x, y) % · · · % HE∞ (x, y).
See the following figure.

Figure 3.1: The regions of k-hyponormality for k = 2, 3, 4 and subnormality.

4. k-hyponormality of Bergman-type shifts

In this section, we introduce new class of Bergman-type weighted shift op-
erators. For a positive real number p > 1, consider a weight sequence α[p] :=

{α[p]
k }k≥0 as follows:

α[p] :

√
1

p
,

√
p

2p− 1
, · · · ,

√
(p− 1)k + 1

(p− 1)k + p
, ... (k ≥ 2). (4.1)

Then the corresponding weighted shift Wα[p] is called a Bergman-type shift. In

particular, if p = 2, then α
[2]
k =

√
k+1
k+2 for k ≥ 0, i.e. the Bergman-type shift

Wα[2] is the same as the Bergman shift Wα which was mentioned in Section 1. So
we can see that the Bergman-type shift with weight α[p] in (4.1) is a generalized
form of Bergman shifts. Furthermore, it is obvious from [9, Theorem 2.7] that
all Bergman-type shifts are subnormal.

Now we discuss k-hyponormality of backward extensions of Bergman-type
shifts. Without loss of generality, we may assume that p > 1 and p 6= 2. For
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x > 0, we consider

α[p] (x) :
√
x,

√
1

p
,

√
p

2p− 1
,

√
2p− 1

3p− 2
,

√
3p− 2

4p− 3
, · · · . (4.2)

Theorem 4.1. For p > 1 and p 6= 2, let Wα[p](x) be a Bergman-type shift with

a weight α[p] (x) in (4.2). Then Wα[p](x) is n-hyponormal if and only if 0 < x ≤
h

[p]
n , where

h[p]
n :=

(p− 2) (1 · p · (2p− 1) · · · · · ((p− 1)n− (p− 2)))
2

(p− 1)
2n

(n!)
2 − (1 · p · (2p− 1) · · · · · ((p− 1)n− (p− 2)))

2 .

In particular, for the case p = 2, the result is given (i) in Theorem 3.2.

Proof. For the weight sequence α[p] (x) in (4.2), we have a moment sequence
γ̃ := γ̃(α[p](x)) ≡ {γ̃n(α[p](x))} (n ≥ 0) of α[p], as usual,

γ̃0 := 1, γ̃1 := x, γ̃2 :=
x

p
, · · · , γ̃n :=

x

(n− 1)p− n+ 2
(n ≥ 2). (4.3)

Now we apply this moments γ̃ to Lemma 3.1 and using Proposition 2.3 and
Proposition 2.4, we can have

det

(
1

x
Mk+1(1, 0)

)

=

∣∣∣∣∣∣∣∣∣∣

1
x 1 1

p · · · 1
(k−1)p−(k−2)

1 1
p

1
2p−1 · · · 1

(k)p−(k−1)

...
...

...
. . .

...
1

(k−1)p−(k−2)
1

(k)p−(k−1)
1

(k+1)p−k · · · 1
(2k−1)p−(2k−2)

∣∣∣∣∣∣∣∣∣∣
k+1

=

(
1

x
− 1

2− p

)
C

[1]
k (p) + C

[2]
k+1 (p) .

Hence

Wα[p](x) is n-hyponormal⇔Mk+1(1, 0) ≥ 0

⇔ x ≤ p− 2
(n!)2(

∏n
l=1

∏n
s=1( 1

p−1 +l+s−1))(∏n
l=0(

2−p
p−1 +l)

l+1
)(∏2n

l=n+1(
2−p
p−1 +l)

2n−l+1
) − 1

⇔ x ≤ (p− 2) (1 · p · (2p− 1) · · · · · ((p− 1)n− (p− 2)))
2

(p− 1)
2n

(n!)
2 − (1 · p · (2p− 1) · · · · · ((p− 1)n− (p− 2)))

2 .

Thus we have done. �

By Theorem 4.1, we obtain the following corollaries.
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Corollary 4.2. Let α[3] (x) :
√
x,
√

1
3 ,
√

3
5 ,
√

5
7 , · · · ,

√
2k+1
2k+3 , · · · . Then Wα[3](x)

is n-hyponormal if and only if 0 < x ≤ h[3]
n , where

h[3]
n :=

((2n− 1)!!)
2

22n (n!)
2 − ((2n− 1)!!)

2 .

Corollary 4.3. Let α[4] (x) :
√
x,
√

1
4 ,
√

4
7 ,
√

7
10 , · · · ,

√
3k+1
3k+4 , · · · . Then Wα[4](x)

is n-hyponormal if and only if 0 < x ≤ h[4]
n , where

h[4]
n :=

2 (1 · 4 · 7 · · · · · (3n− 2))
2

32n (n!)
2 − (1 · 4 · 7 · · · · · (3n− 2))

2 .
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