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REPEATED-ROOT CONSTACYCLIC CODES OF LENGTH 2ps

OVER GALOIS RINGS

Chakkrid Klin-eam and Wateekorn Sriwirach

Abstract. In this paper, we consider the structure of γ-constacyclic

codes of length 2ps over the Galois ring GR(pa,m) for any unit γ of
the form ξ0 + pξ1 + p2z, where z ∈ GR(pa,m) and ξ0, ξ1 are nonzero

elements of the set T (p,m). Here T (p,m) denotes a complete set of rep-

resentatives of the cosets
GR(pa,m)
pGR(pa,m)

= Fpm in GR(pa,m). When γ is

not a square, the rings Rp(a,m, γ) =
GR(pa,m)[x]

〈x2ps−γ〉 is a chain ring with

maximal ideal 〈x2 − δ〉, where δp
s

= ξ0, and the number of codewords of

γ-constacyclic code are provided. Furthermore, the self-orthogonal and

self-dual γ-constacyclic codes of length 2ps over GR(pa,m) are also estab-
lished. Finally, we determine the Rosenbloom-Tsfasman (RT) distances

and weight distributions of all such codes.

1. Introduction

Let R be a finite commutative ring with identity. A linear code of length n
over the ring R is an R-submodule of Rn. A code C of length n over a ring
R is called cyclic if (c0, c1, . . . , cn−1) ∈ C implies that (cn−1, c0, . . . , cn−2) ∈ C.
In general, let γ be a unit element in R, a code C of length n over R is called
γ-constacyclic if (c0, c1, . . . , cn−1) ∈ C implies that (γcn−1, c0, . . . , cn−2) ∈ C.
When γ = 1, 1-constacyclic codes are cyclic codes, and when γ = −1, they are
called negacyclic codes. Furthermore, γ-constacyclic codes of length n are in

correspondence with ideals in the polynomial ring R[x]
〈xn−γ〉 . The case when the

code length n is divisible by the characteristic p of the underlying ring yields
the so-called repeated-root codes. The structure of repeated-root constacyclic
codes have been discussed in [3, 6, 21,26,27].

Moreover, constacyclic codes are an important class of cyclic codes in the
theory of error-correcting codes. They can be efficiently encoded using shift
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registers, which explains their preferred role in engineering. Constacyclic codes
over finite fields were initiated by Berlekamp in the early 1960s [2]. After the
realization in the 1990’s [5,14,20] that many important yet seemingly non-linear
binary codes such as Kerdock and Preparata codes are actually closely related
to linear codes over the ring of integers modulo four via the Gray map, codes
over Z4 in particular, and codes over finite rings in general, have received a
great deal of attention. Constacyclic codes over finite rings were introduced by
Wolfmann in [28], where was proved that the binary image of a linear negacyclic
code over Z4 is a binary cyclic code. The structure of constacyclic codes over
some finite commutative rings have been discussed in [4, 9, 11,12,23].

The Galois ring of characteristic pa and dimension m, denoted by GR(pa,m),
is the Galois extension of degree m of the ring Zpa for some prime number p and
positive integer a. In 2003, Abualrub and Ochmke [1] considered cyclic codes
of length 2s over Z4. The structure of negacyclic codes of length 2s over Z2m

was obtained since 2004 by Dinh and López-Permouth [11]. In 2005, Dinh [8]
studied negacyclic codes of length 2s over the Galois ring GR(2a,m). The ring
GR(2a,m)[x]
〈x2s+1〉 is indeed a chain ring, and the negacyclic codes of length 2s over

GR(2a,m) are precisely the ideals generated by (x+1)i of this chain ring for i =
0, 1, . . . , a2s. In 2017, Dinh et al. [10] determined the structure of γ-constacyclic
codes of length 2s over GR(2a,m) for any unit γ of the form 4z − 1, where
z ∈ GR(2a,m). Furthermore, the Hamming, homogeneous, and Rosenbloom-
Tsfasman distances, and Rosenbloom-Tsfasman weight distribution of all such
constacyclic codes were computed. Recently, Liu and Maouche [17] studied

more general cases and investigated all cases where GR(pa,m)[x]
〈xps−γ〉 is a chain ring.

Moreover, the structure of Rp(a,m, γ) = GR(pa,m)[x]
〈x2ps+γ〉 is used to establish the

Hamming and homogeneous distances of γ-constacyclic codes.
The purpose of this paper is to study the algebraic structure of all γ-

constacyclic codes of length 2ps over GR(pa,m) for any unit of the form
γ = ξ0 + pξ1 + p2z, where z is an arbitrary element of GR(pa,m) and ξ0, ξ1 are
nonzero elements of the set T (p,m), which T (p,m) denotes a complete set of

representatives of the cosets GR(pa,m)
pGR(pa,m) = Fpm in GR(pa,m), and we called the

unit of this form is a unit of Type (1). We show that the ring Rp(a,m, γ) is a
chain ring if and only if γ is a unit of Type (1). Moreover, we also derive the du-
als of all such γ-constacyclic codes as well as necessary and sufficient conditions
for the existence of self-orthogonal and self-dual γ-constacyclic codes. Using
this structure, we obtain the number of codewords, the Rosenbloom-Tsfasman
distances and weight distributions of all γ-constacyclic codes.

This paper is organized as follows. We discuss some preliminaries in Sec-
tion 2. In Section 3, we study γ-constacyclic codes of length 2ps over the
ring GR(pa,m), where γ is a unit of Type (1) of GR(pa,m). In the case, γ
is a square, i.e., γ = α2 for some α ∈ GR(pa,m). By Chinese Remainder

Theorem, the ambient ring GR(pa,m)[x]
〈x2ps−γ〉 can be decomposed as GR(pa,m)[x]

〈xps+α〉 and
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GR(pa,m)[x]
〈xps−α〉 . In the main case, when γ is not a square in GR(pa,m), we consider

the algebraic structure of all Type (1) γ-constacyclic code of length 2ps over
GR(pa,m). Furthermore, we can show that the ring Rp(a,m, γ) is a chain ring

with maximal ideal 〈x2 − δ〉, where δp
s

= ξ0, and the number of codewords
of γ-constacyclic code are provided. This structure is applied to establish the
Rosenbloom-Tsfasman distances and weight distributions of all such codes in
Section 4.

2. Preliminaries

An ideal I of a ring R is called principal if it is generated by a single element.
A ring R is a principal ideal ring if its ideals are principal. R is called a local
ring if R has a unique maximal right (left) ideal. Furthermore, a ring R is
called a chain ring if the set of all right (left) ideals of R is linearly ordered
under set-theoretic inclusion. The following equivalent conditions are known
for the class of finite commutative rings (see [11, Proposition 2.1]).

Proposition 2.1 ([11]). If R is a finite commutative ring with identity, then
the following conditions are equivalent:

(i) R is a local ring and the maximal ideal M of R is principal,
(ii) R is a local principal ideal ring,
(iii) R is a chain ring.

Let θ be a fixed generator of the maximal ideal M of a finite commutative
chain ring R, then θ is a nilpotent and we denote its nilpotency index by t.
The ideals of R form a chain:

R = 〈θ0〉 ) 〈θ1〉 ) · · · ) 〈θt−1〉 ) 〈θt〉 = 〈0〉.
Let R̄ = R

M . By ¯: R[x] → R̄[x], we denote the natural ring homomorphism
that maps r 7→ r + M and the variable x to x. The following is a well-known
fact about finite commutative chain rings (see [19]).

Proposition 2.2. Let R be a finite commutative chain ring, with maximal
ideal M = 〈θ〉, and let t be the nilpotency of θ. Then

(i) For some prime p and positive integers k, l (k ≥ l), |R| = pk, |R̄| = pl,
the characteristic of R and R̄ are powers of p,

(ii) For i = 0, 1, . . . , t, |〈θi〉| = |R̄|t−i. In particular, |R| = |R̄|t, i.e.,
k = lt.

Each codeword c = (c0, c1, . . . , cn−1) is identified with its polynomial repre-
sentation c(x) = c0 + c1x+ · · ·+ cn−1x

n−1, and the code C is in turn identified
with the set of all polynomial representations of its codewords. Then in the

ring R[x]
〈xn−γ〉 , xc(x) corresponds to a γ-constacyclic shift of c(x). From that, the

following fact is well known and straightforward:

Proposition 2.3 ([15,18]). A linear code C of length n is γ-constacyclic over

R if and only if C is an ideal of the quotient ring R[x]
〈xn−γ〉 .



134 C. KLIN-EAM AND W. SRIWIRACH

Given n-tuples x = (x0, x1, . . . , xn−1), y = (y0, y1, . . . , yn−1) ∈ Rn, their
inner product is defined as usual

x · y = x0y0 + x1y1 + · · ·+ xn−1yn−1,

evaluated in R. Two n-tuples x, y are called orthogonal if x · y = 0. For a
linear code C over R, its dual code C⊥ is the set of n-tuples over R that are
orthogonal to all codewords of C, i.e.,

C⊥ = {x | x · y = 0,∀y ∈ C}.

A code C is called self-orthogonal if C ⊆ C⊥, and it is called self-dual if
C = C⊥. The following proposition can be found in [22].

Proposition 2.4. Let p be a prime and R be a finite chain ring of size pα.
The number of codewords in any linear code C of length n over R is pk for
some integer k ∈ {0, 1, . . . , αn}. Moreover, the dual code C⊥ has pl codewords,
where k + l = αn, i.e., |C| · |C⊥| = |R|n.

Note that the dual of cyclic code is a cyclic code, and the dual of a negacyclic
code is a negacyclic code. In general, we have the following implication of dual
of a γ-constacyclic code.

Proposition 2.5. The dual of a γ-constacyclic code is γ−1-constacyclic code.

A polynomial in Zpa [x] is called a basic irreducible polynomial if its reduction
modulo p is irreducible in Zp[x]. The Galois ring of characteristic pa and
dimension m, denoted by GR(pa,m), is the Galois extension of degree m of
the ring Zpa . Equivalently,

GR(pa,m) =
Zpa [u]

〈h(u)〉
,

where h(u) is a monic basic irreducible polynomial of degree m in Zpa [u]. Note
that if a = 1, then GR(p,m) = Fpm , and if m = 1, then GR(pa, 1) = Zpa . We
have some properties of Galois rings as the following proposition.

Proposition 2.6 ([17]). Let GR(pa,m) =
Zpa [u]
〈h(u)〉 be a Galois ring. Then the

following hold:

(i) Each ideal of GR(pa,m) is of the form 〈pk〉 = pkGR(pa,m) for 0 ≤
k ≤ a. In particular, GR(pa,m) is a chain ring with maximal ideal
〈p〉 = pGR(pa,m) and residue field Fpm .

(ii) For 0 ≤ i ≤ a, |piGR(pa,m)| = pm(a−i).
(iii) Each element of GR(pa,m) can be represented as vpk, where v is a

unit and 0 ≤ k ≤ a. In this representation k is unique and v is unique
modulo pa−k.

(iv) h(u) has a root ξ in GR(pa,m), which is also a primitive (pm − 1)th
root of unity. The set

T (p,m) = {0, 1, ξ, ξ2, . . . , ξp
m−2}
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is a complete set of representatives of the cosets GR(pa,m)
pGR(pa,m) = Fpm in

GR(pa,m). Each element γ ∈ GR(pa,m) can be written uniquely as

γ = ξ0 + pξ1 + · · ·+ pa−1ξa−1

with ξi ∈ T (p,m), 0 ≤ i ≤ a− 1.
(v) For 0 ≤ i < j ≤ pm − 2, all ξi − ξj are units of GR(pa,m).

In this paper, we will say that an element γ ∈ GR(pa,m) is of Type (0) if it
has the form

γ = ξ0 + p2ξ2 + · · ·+ pa−1ξa−1 = ξ0 + p2z,

where ξ0 is nonzero element of the set T (p,m) and z ∈ GR(pa,m). Moreover,
γ is said to be of Type (1) if it is of the form

γ = ξ0 + pξ1 + p2ξ2 + · · ·+ pa−1ξa−1 = ξ0 + pξ1 + p2z,

where ξ0, ξ1 are nonzero elements of the set T (p,m) and z ∈ GR(pa,m). We
can see that the elements of Type (0) and Type (1) are invertible in GR(pa,m).
Moreover, the sets of Type (0) and Type (1) form a partition of the set of all
units of GR(pa,m) when a ≥ 2. We call a γ-constacyclic code is of Type (0)
(resp. Type (1)) if the units γ is of Type (0) (resp. Type (1)).

The unit of γ is determined in the following lemma.

Lemma 2.7 ([17]). Let γ1 = ξ00 + pξ01 + p2z1 and γ2 = ξ10 + pξ11 + p2z2 be
two units of Type (1). Let γ3 = 1 + p2z3 and γ4 = 1 + p2z4 be two units of
Type (0). Let a0 ≥ 2 be the smallest integer such that 2a0 ≥ a, i.e., p2a0 = 0
in GR(pa,m). Then

• γ1γ3 is of Type (1), i.e., the product of a unit of Type (1) and a unit
of Type (0) is a unit of Type (1).
• γ3γ4 is of Type (0), i.e., the product of two units of Type (0) is a unit

of Type (0).

• γ−11 = ξ−100 (1 − p(ξ−100 ξ01 + pξ−100 z1))Πa0−1
j=1 [1 + p2

j

(ξ−100 ξ01 + pξ−100 z1)2
j

]

is of Type (1), i.e., the inverse of a unit of Type (1) is a unit of Type
(1).
• γ−13 = (1− p2z3)Πa0−1

j=1 [1 + (p2z3)2j ] is of Type (0), i.e., the inverse of

a unit of Type (0) is a unit of Type (0).

3. (ξ0 + pξ1 + p2z)-constacyclic codes of length 2ps over GR(pa,m)

In this section, we consider γ-constacyclic codes of length 2ps over
GR(pa,m), where γ is of Type (1), i.e., γ is of the form ξ0 + pξ1 + p2z, where
ξ0, ξ1 are nonzero elements of the set T (p,m) and z ∈ GR(pa,m). By Propo-
sition 2.3, γ-constacyclic codes of length 2ps over GR(pa,m) are exactly the
ideals of the ambient ring

Rp(a,m, γ) =
GR(pa,m)[x]

〈x2ps − γ〉
.
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Now, if the unit γ is a square in GR(pa,m), i.e., there exists a unit α ∈
GR(pa,m) such that γ = α2. Then we have

x2p
s

− γ = x2p
s

− α2 = (xp
s

+ α)(xp
s

− α).

By Chinese Remainder Theorem, we get that

Rp(a,m, γ) =
GR(pa,m)[x]

〈x2ps − γ〉
∼=

GR(pa,m)[x]

〈xps + α〉
⊕ GR(pa,m)[x]

〈xps − α〉
.

It implies that ideals of Rp(a,m, γ) are of the form A ⊕ B, where A and B

are ideals of GR(pa,m)[x]
〈xps+α〉 and GR(pa,m)[x]

〈xps−α〉 , respectively, i.e., they are −α and

α-constacyclic codes of length ps over GR(pa,m). This means that any γ-
constacyclic code of length 2ps over GR(pa,m), i.e., an ideal C of the ring
Rp(a,m, γ), is represented as a direct sum of C−α and Cα:

C = C−α ⊕ Cα,

where C−α and Cα are ideals of GR(pa,m)[x]
〈xps+α〉 and GR(pa,m)[x]

〈xps−α〉 , respectively. Hence

we can determine the classification, detailed structure, and number of code-
words of −α and α-constacyclic codes length ps were investigated in [17]. Thus,
when γ is a square in GR(pa,m), we can obtain γ-constacyclic codes C of length
2ps over GR(pa,m) from that of the direct summands C−α and Cα (see [17]).
Now, we have the dual code C⊥ of C including a direct sum of the dual codes
of the direct summands C⊥−α and C⊥α .

Theorem 3.1. Let the unit γ = α2 ∈ GR(pa,m), and C = C−α ⊕ Cα be a
γ-constacyclic code of length 2ps over GR(pa,m), where C−α and Cα are ideals

of GR(pa,m)[x]
〈xps+α〉 and GR(pa,m)[x]

〈xps−α〉 , respectively. Then

C⊥ = C⊥−α ⊕ C⊥α .

In particular, C is a self-dual constacyclic code of length 2ps over GR(pa,m)
if and only if C−α and Cα are self-dual −α and α-constacyclic codes of length
ps over GR(pa,m), respectively.

Proof. We have C⊥−α ⊕ C⊥α ⊆ C⊥. Now, we consider

|C⊥−α ⊕ C⊥α | = |C⊥−α| · |C⊥α | =
|GR(pa,m)|ps

|C−α|
· |GR(pa,m)|ps

|Cα|

=
|GR(pa,m)|2ps

|C−α| · |Cα|

=
|GR(pa,m)|2ps

|C|
= |C⊥|.

Hence, C⊥ = C⊥−α ⊕ C⊥α . �

Next, we will consider on the main case when γ is not square in GR(pa,m)

and we note that R2(a,m, γ) = GR(2a,m)[x]

〈x2s+1−γ〉
. We have the following.
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Proposition 3.2. Let b and γ be two units of GR(pa,m). For any positive
integer n, there exist polynomials αn(x), βn(x), θn(x) ∈ Z[x], such that

• If p = 2, then (x2 + b)2
n

= x2
n+1

+ b2
n

+ 2αn(x) = x2
n+1

+ b2
n

+

2((bx2)2
n−1

+ 2βn(x)). Moreover, αn(x) is invertible in R2(a,m, γ).
• If p is odd, then (x2 + b)p

n

= x2p
n

+ bp
n

+ p(x2 + b)θn(x).

Proof. We will prove this by induction on n.
Case 1: If p = 2 and n = 1, then

(x2 + b)2 = x4 + b2 + 2bx2,

where α1(x) = bx2, and β1(x) = 0. We can see that α1(x) = bx2 is a unit in

R2(a,m, γ). So, (x2 + b)2 = x2
2

+ b2 + 2α1(x). Hence, the assertion is true for
n = 1. Assume that the assertion is true for any integer up to n− 1, we want
to prove that it is true for n. We consider

(x2 + b)2
n

= ((x2 + b)2
n−1

)2

= (x2
n

+ b2
n−1

+ 2αn−1(x))2

= (x2
n

+ b2
n−1

)2 + 2(x2
n

+ b2
n−1

)(2αn−1(x)) + (2αn−1(x))2

= x2
n+1

+2b2
n−1

x2
n

+b2
n

+4x2
n

αn−1(x)+4b2
n−1

αn−1(x)+4α2
n−1(x)

= x2
n+1

+ b2
n

+ 2αn(x),

where αn(x) = (bx2)2
n−1

+ 2βn(x) and βn(x) = α2
n−1(x) + b2

n−1

αn−1(x) +

x2
n

αn−1(x). Since x and b are invertible in R2(a,m, γ), αn(x) is also invertible
inR2(a,m, γ). As 2 is nilpotent inR2(a,m, γ), the proof is completed for p = 2.

Case 2: If p is odd. Then, for any positive integer k,

(x2p
k−1

+ bp
k−1

)p

= x2p
k

+ bp
k

+

p−1∑
i=1

(
p

i

)
(bp

k−1

)i(x2p
k−1

)p−i

= x2p
k

+ bp
k

+

p−1
2∑
i=1

((
p

i

)
(x2p

k−1

)p−i(bp
k−1

)i +

(
p

p− i

)
(x2p

k−1

)i(bp
k−1

)p−i
)

= x2p
k

+ bp
k

+

p−1
2∑
i=1

(
p

i

)
bip

k−1

x2ip
k−1
(
x2p

k−1(p−2i) + bp
k−1(p−2i)

)
.

We can see that pk−1(p− 2i) is odd, then there exist polynomials β′i(x) ∈ Z[x],

0 ≤ i ≤ p−1
2 , such that x2p

k−1(p−2i) + bp
k−1(p−2i) = (x2 + b)β′i(x). Thus

(x2p
k−1

+ bp
k−1

)p = x2p
k

+ bp
k

+

p−1
2∑
i=1

(
p

i

)
bip

k−1

x2ip
k−1

(x2 + b)β′i(x)
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= x2p
k

+ bp
k

+ p(x2 + b)

p−1
2∑
i=1

(
p
i

)
p
bip

k−1

x2ip
k−1

β′i(x).

Hence

(1) (x2p
k−1

+ bp
k−1

)p = x2p
k

+ bp
k

+ p(x2 + b)β′k(x),

where

β′k(x) =

p−1
2∑
i=1

(
p
i

)
p
bip

k−1

x2ip
k−1

(x2 + b)β′i(x).

Plugging in k = 1 yields that the assertion is true for n = 1. Assume the
assertion is true for any integer up to n − 1, we want to prove that it is true
for n, we consider

(x2 + b)p
n

= ((x2 + b)p
n−1

)p = (x2p
n−1

+ bp
n−1

+ p(x2 + b)αn−1(x))p

= (x2p
n−1

+bp
n−1

)p+

p∑
i=1

(
p

i

)
(x2p

n−1

+bp
n−1

)p−i(p(x2+b)αn−1(x))i

= (x2p
n−1

+ bp
n−1

)p + p(x2 + b)t(x),

where

t(x) =

p∑
i=1

(
p

i

)
(x2p

n−1

+ bp
n−1

)p−i
(p(x2 + b)αn−1(x))i

p(x2 + b)
.

By using Equation (1) and inductive hypothesis, we get

(x2+b)p
n

=x2p
n

+bp
n

+p(x2+b)β′n(x)+p(x2+b)t(x)=x2p
n

+bp
n

+p(x2+b)θn(x),

where θn(x) = β′n(x) + t(x). The proof is completed for p is odd. �

We note that the ring Rp(a,m, γ) is a local ring, and hence in Rp(a,m, γ)
the sum of two noninvertible elements is noninvertible, and the sum of a non-
invertible element and an invertible element is invertible.

Lemma 3.3. Let γ = ξ0 +pξ1 +p2z be a unit of Type (1) of GR(pa,m), where
ξ0, ξ1 are nonzero elements of T (p,m) and z ∈ GR(pa,m). Then there exists
an invertible element δ in T (p,m) such that 〈(x2 − δ)ps〉 = 〈p〉 in Rp(a,m, γ)
and the element x2 − δ is nilpotent with nilpotency aps.

Proof. We have that T (p,m)\{0} ∼= F∗pm , and T (p,m)\{0} is generated by ξ.

Note that gcd(ps, |F∗pm |) = gcd(ps, pm − 1) = 1. This implies that ξp
s

is also
a generator of T (p,m)\{0}. Then, there exists integer i, 0 ≤ i ≤ pm − 1 such
that ξip

s

= ξ0. Let δ = ξi, that is δp
s

= ξ0.
Case 1: If p = 2, by Proposition 3.2 we have

(x2 − δ)2
s

= x2
s+1

+ (−δ)2
s

+ 2αs(x)

= γ + δ2
s

+ 2[(−δx2)2
s−1

+ 2βs(x)]
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= ξ0 + 2ξ1 + 4z + ξ0 + 2[(δx2)2
s−1

+ 2βs(x)]

= 2[(δx2)s−1 + ξ0 + ξ1 + 2(βs(x) + z)].

Firstly, we will show that (δx2)2
s−1

+ξ0 is noninvertible. Suppose that (δx2)2
s−1

+ξ0 is invertible in R2(a,m, γ), then

(δx2)2
s−1

− ξ0 = [(δx2)2
s−1

+ ξ0]− 2ξ0,

is invertible inR2(a,m, γ), which implies that ((δx2)2
s−1−ξ0)((δx2)2

s−1

+ξ0) =
(δx2)2

s − ξ20 is also invertible in R2(a,m, γ). This is a contradiction because

(δx2)2
s

−ξ20 = δ2
s

x2
s+1

−ξ20 = ξ0(ξ0+2ξ1+4z)−ξ20 = 2ξ0ξ1+4ξ0z= 2(ξ0ξ1+2ξ0z).

Therefore, (δx2)2
s−1 − ξ0 is noninvertible in R2(a,m, γ). We can see that

2(βn(x)+z) is noninvertible in R2(a,m, γ), which implies that ξ1+((δx2)2
s−1

+
ξ0) + 2(βn(x) + z) is invertible. Hence, 〈(x2 − δ)2

s〉 = 〈2〉, and x2 − δ has
nilpotency a2s.

Case 2: If p is odd, by using Proposition 3.2, again,

(x2 − δ)p
s

= x2p
s

+ (−δ)p
s

+ p(x2 − δ)αs(x)

= γ − δp
s

+ p(x2 − δ)αs(x)

= (ξ0 + pξ1 + p2z)− ξ0 + p(x2 − δ)αs(x)

= p(ξ1 + pz + (x2 − δ)αs(x)).

Since p is nilpotent in GR(pa,m), x2 − δ is also nilpotent. We get that pz +
(x2 − δ)αs(x) is a noninvertible element in Rp(a,m, γ). It implies that ξ1 +

pz + (x2 − δ)αs(x) is invertible. Hence, 〈(x2 − δ)p
s〉 = 〈p〉, and x2 − δ has

nilpotency aps. �

Proposition 3.4. Let γ = ξ0 + pξ1 + p2z be a unit of Type (1) of GR(pa,m),
where ξ0, ξ1 are nonzero elements of T (p,m) and z ∈ GR(pa,m). Then γ is
not a square if and only if ξ0 is not square.

Proof. Suppose that γ is not a square. We will prove by contradiction, we
assume ξ0 = ξ′20 , where ξ′0 ∈ T (p,m). Consider

(ξ′0 + pξ′1 + p2z′)2 = ξ′20 + p(2ξ′0ξ
′
1) + p2(2ξ′0z

′ + ξ′21 ) + p3(2ξ′1z
′) + p4z′2

= ξ′20 + p(2ξ′0ξ
′
1) + p2

(
2ξ′0z

′ + ξ′21 + p(2ξ′1z
′) + p2z′2

)
.

Since ξ′−10 exists, we can see that ξ0 +pξ1 +p2z = (ξ′0 +pξ′1 +p2z′)2, where ξ′1 =
2−1ξ′−10 ξ1 and z′ = (z − 2ξ′21 ξ1)(2ξ′0 + 2pξ′1 + p2z′)−1, which is a contradiction.
Hence ξ0 is not a square. Conversely, proof by contrapositive, assume that γ
is a square. Then, there exists γ′ = ξ′0 + pξ′1 + p2z′ ∈ GR(pa,m) such that

γ = γ′2 = (ξ′0 + pξ′1 + p2z′)2

= ξ′20 + p(2ξ′0ξ
′
1) + p2(2ξ′0z

′ + ξ′21 ) + p3(2ξ′1z
′) + p4z′2

= ξ′20 + p(2ξ′0ξ
′
1) + p2

(
2ξ′0z

′ + ξ′21 + p(2ξ′1z
′) + p2z′2

)
,
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where ξ′0, ξ
′
1 ∈ T (p,m) and z′ ∈ GR(pa,m). Thus ξ0 + pξ1 + p2z = ξ′20 +

p(2ξ′0ξ
′
1) + p2

(
2ξ′0z

′ + ξ′21 + p(2ξ′1z
′) + p2z′2

)
. Comparing coefficients, we have

ξ0 = ξ′20 . Therefore ξ0 is a square. �

Proposition 3.5. Any nonzero linear polynomial cx + d ∈ GR(pa,m)[x] is
invertible in Rp(a,m, γ).

Proof. In Rp(a,m, γ), we have

(x+ d)p
s

(x− d)p
s

= (x2 − d2)p
s

= x2p
s

− d2p
s

= (ξ0 − d2p
s

) + pξ1 + p2z.

Since γ is not a square in GR(pa,m), ξ0 is also not square in T (p,m). It follows
that ξ0 − d2p

s

+ pξ1 + p2z is invertible in Rp(a,m, γ). Thus

(x+ d)−1 = (x+ d)p
s−1(x− d)p

s

(ξ0 − d2p
s

+ pξ1 + p2z)−1.

Therefore, for any c 6= 0 in GR(pa,m),

(cx+ d)−1 = c−1(x+ c−1d)−1

= (x+ c−1d)p
s−1(x− c−1d)p

s

(ξ0 − c−2p
s

d2p
s

+ pξ1 + p2z)−1.

The proof is complete. �

Theorem 3.6. Let γ = ξ0 + pξ1 + p2z be a unit of Type (1) of GR(pa,m),
where ξ0, ξ1 are nonzero elements of T (p,m) and z ∈ GR(pa,m). Then the
ring Rp(a,m, γ) is a chain ring with maximal ideal 〈x2 − δ〉, where δp

s

= ξ0.
The γ-constacyclic codes of length 2ps over GR(pa,m) are precisely the ideals
〈(x2 − δ)i〉 of the ring Rp(a,m, γ), where 0 ≤ i ≤ aps. Each γ-constacyclic

code 〈(x2 − δ)i〉 has exactly p2m(aps−i) codewords.

Proof. Let f(x) ∈ Rp(a,m, γ), then f(x) can be expressed as

f(x) = (c0x+ d0) + (c1x+ d1)(x2 − δ) + (c2x+ d2)(x2 − δ)2 + · · ·

+ (cps−1x+ dps−1)(x2 − δ)p
s−1,

where ci, di ∈ GR(pa,m), 0 ≤ i ≤ ps − 1. Thus, f(x) is noninvertible if and
only if c0, d0 ∈ pGR(pa,m). By Lemma 3.3, we have p ∈ 〈(x2−δ)ps〉 ⊆ 〈x2−δ〉.
We can see that 〈x2− δ〉 is the set of all noninvertible elements of Rp(a,m, γ),
which implies that Rp(a,m, γ) is a chain ring with maximal ideal 〈x2 − δ〉.
Moreover, by Lemma 3.3 again, the nilpotency of x2− δ is aps, so the ideals of
Rp(a,m, γ) are 〈(x2−δ)i〉, 0 ≤ i ≤ aps. The rest of the theorem follows readily
from the fact that γ-constacyclic codes of length 2ps over GR(pa,m) are ideals
of the chain ring Rp(a,m, γ), where γ is a unit of Type (1) of GR(pa,m). �

Proposition 3.7. Let γ = ξ0 + pξ1 + p2z ∈ GR(pa,m) be a unit of Type (1) of
GR(pa,m), where ξ0, ξ1 are nonzero elements of T (p,m) and z ∈ GR(pa,m).
Let C = 〈(x2 − δ)i〉 ⊆ Rp(a,m, γ) be a γ-constacyclic code of length 2ps

over GR(pa,m), for some i ∈ {0, 1, . . . , aps}, where δp
s

= ξ0. The dual
of C is a γ−1-constacyclic code of length 2ps over GR(pa,m), and C⊥ =
〈(x2 − δ−1)ap

s−i〉 ⊆ Rp(a,m, γ−1) which contains precisely p2mi codewords.
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Proof. By Proposition 2.5, C⊥ is a γ−1-constacyclic code of length 2ps over
GR(pa,m). By Lemma 2.7, γ−1 = ξ−10 + pξ′ + p2z′ is also a unit of Type (1).
Then, Theorem 3.6 is applicable for C⊥ and Rp(a,m, γ−1). We can see that

(δ−1)p
s

= ξ−10 . Thus, C⊥ is an ideal of the form 〈(x2−δ−1)j〉 ⊆ Rp(a,m, γ−1),
where 0 ≤ j ≤ aps. On the other hand, by Proposition 2.4,

|C| · |C⊥| = |GR(pa,m)|2p
s

= p2amp
s

,

it implies that

|C⊥| = p2amp
s

|C|
=

p2amp
s

p2m(aps−i) = p2mi.

Hence, C⊥ must be the ideal 〈(x2 − δ−1)ap
s−i〉 of Rp(a,m, γ−1). �

By Proposition 2.5, the dual of a γ-constacyclic code is a γ−1-constacyclic
code. So when γ = γ−1, there are situations that require a code to be con-
stacyclic according to two different units. For example, in order for a γ-
constacyclic code C to be self-dual (C = C⊥), or self-orthogonal (C ⊆ C⊥), it
is necessary for C to be γ- and γ−1-constacyclic. Motivated by this, for any
code C is a linear code of length n over a finite ring R such that C is both
α- and β-constacyclic code for distinct units α, β of R. Then C is called a
multi-constacyclic code, or more specifically, an [α, β]-multi-constacyclic code.

It is known that a code C of length n over a finite field F is a multi-
constacyclic code if and only if C = {0} or C = Fn. Over a finite ring R,
we have some non-trivial multi-constacyclic codes, as follows.

Proposition 3.8. Let γ1 = ξ0 +pξ1 +p2z1, γ2 = ξ0 +pξ′1 +p2z2 be two distinct
units of Type (1) of GR(pa,m), where ξ0, ξ1, ξ

′
1 are nonzero elements of T (p,m)

and z1, z2 ∈ GR(pa,m). Let C = 〈(x2−δ)i〉 ⊆ Rp(a,m, γ1) be a γ1-constacyclic
code of length 2ps over GR(pa,m). Then C is also a γ2-constacyclic code, i.e.,
C is a [γ1, γ2]-multi-constacyclic code.

Proof. By the division algorithm, there exist nonnegative integers j, t such that
i = tps + j, 0 ≤ j < ps. Using Lemma 3.3, then we have

C = 〈(x2 − δ)i〉 = 〈(x2 − δ)tp
s

(x2 − δ)j〉 = 〈pt(x2 − δ)j〉.

Let c be an arbitrary codeword of C, then c has the form c=pt(c0, c1, . . . , c2ps−1).
Since C is a γ1-constacyclic code, we have

pt(γ1c2ps−1, c0, . . . , c2ps−2)

= pt((ξ0 + pξ1 + p2z1)c2ps−1, c0, . . . , c2ps−2)

= pt(ξ0c2ps−1, c0, . . . , c2ps−2) + pt+1((ξ1 + pz1)c2ps−1, 0, . . . , 0) ∈ C.

On the other hand,

pt+1 ∈ 〈pt+1〉 = 〈(x2 − δ)tp
s+j〉 = C.
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This implies that (pt+1, 0, . . . , 0) ∈ C. Since C is a linear code and pt+1(ξ1 +
pz1)c2ps−1, p

t+1(ξ′1 + pz2) ∈ GR(pa,m), we have

pt+1((ξ1 + pz1)c2ps−1, 0, . . . , 0) and pt+1((ξ′1 + pz2)c2ps−1, 0, . . . , 0) ∈ C,
which yields that

pt(γ2c2ps−1, c0, . . . , c2ps−2)

= pt(ξ0c2ps−1, c0, . . . , c2ps−2) + pt+1((ξ′1 + pz2)c2ps−1, 0, . . . , 0) ∈ C.
Thus, C is also a γ2-constacyclic code. �

Corollary 3.9. Let γ1 = ξ0 + pξ1 + p2z1 and γ2 = ξ0 + pξ′1 + p2z2 be two units
of Type (1) of GR(pa,m), where ξ0, ξ1, ξ

′
1 are nonzero elements of T (p,m) and

z1, z2 ∈ GR(pa,m). Let C = 〈(x2 − δ)i〉 ⊆ Rp(a,m, γ1) be a γ1-constacyclic
code of length 2ps over GR(pa,m). Then C is also the ideal 〈(x2 − δ)i〉 of
the ring Rp(a,m, γ2), i.e., let c(x) ∈ GR(pa,m)[x] be a polynomial of degree
less than 2ps, then there exists a polynomial g(x) ∈ GR(pa,m)[x] such that
c(x) ≡ g(x)(x2 − δ)i (mod x2p

s − γ1) if and only if there exists a polynomial
g′(x) ∈ GR(pa,m) such that c(x) ≡ g′(x)(x2 − δ)i (mod x2p

s − γ2).

Proof. By Proposition 3.8, C is also a γ2-constacyclic code which contains
p2m(aps−i) codewords. By Proposition 2.3, C is an ideal of the ringRp(a,m, γ2),

because γ2 is of Type (1) and δp
s

= ξ0. Thus, Theorem 3.6 is applicable for C
and Rp(a,m, γ2). Hence, C is the ideal 〈(x2−δ)i〉 of the ring Rp(a,m, γ2). �

Remark 3.10. Corollary 3.9 gives us very important information about γ-
constacyclic codes over GR(pa,m), where γ is a unit of Type (1). This corollary
shows that the γ-constacyclic codes depend on ξ0 only, which means that there
exist just pm − 1 different codes of length 2ps over GR(pa,m) of Type (1).

Theorem 3.11. Let γ = ξ0 + pξ1 + p2z be a unit of Type (1) of GR(pa,m),
where ξ0, ξ1 are nonzero elements of T (p,m) and z ∈ GR(pa,m). Let δp

s

= ξ0,
and let C = 〈(x2 − δ)i〉 be a γ-constacyclic code of length 2ps over GR(pa,m).
Then the following statements hold.

• If ξ0 = ξ−10 , then C is a γ-constacyclic self-orthogonal code of length

2ps over GR(pa,m) if and only if dap
s

2 e ≤ i ≤ ap
s.

• If ξ0 6= ξ−10 , then C is a γ-constacyclic self-orthogonal code of length
2ps over GR(pa,m) if and only if da2 ep

s ≤ i ≤ aps.

Proof. By Proposition 3.7, the dual of C is

C⊥ = 〈(x2 − δ−1)ap
s−i〉 ⊆ Rp(a,m, γ−1).

If C is self-orthogonal, then |C| < |C⊥|. It follows that 2i ≥ aps.
Case 1: If ξ0 = ξ−10 , by Proposition 3.8, C⊥ is also a γ-constayclic code.

We can see that δp
s

= ξ0 = ξ−10 = (δ−1)p
s

and by Corollary 3.9, we get that
C⊥ = 〈(x2 − δ)aps−i〉 ⊆ Rp(a,m, γ). Hence, C is self-orthogonal if and only if

〈(x2 − δ)i〉 ⊆ 〈(x2 − δ)aps−i〉 if and only if dap
s

2 e ≤ i ≤ ap
s.
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Case 2: If ξ0 6= ξ−10 , by Proposition 2.6 and Lemma 2.7, ξ0−ξ−10 is invertible
in GR(pa,m) and γ−1 = ξ−10 + pξ′1 + p2z′. Now we consider the polynomial
x2 − δ in Rp(a,m, γ−1).

Case 2.1. If p = 2, by Proposition 3.2, we have

(x2 − δ)2
s

= x2
s+1

+ δ2
s

+ 2αs(x)

= γ−1 + ξ0 + 2αs(x)

= ξ−10 + 2ξ′1 + 4z′ + ξ0 + 2αs(x)

= ξ0 + ξ−10 + 2(ξ−11 + 2z′ + αs(x)).

Case 2.2. If p is odd, using Proposition 3.2 again, we get that

(x2 − δ)p
s

= x2p
s

+ (−δ)2p
s

+ p(x2 − δ)βs(x)

= γ−1 − ξ0 + p(x2 − δ)βs(x)

= ξ−10 − ξ0 + p(ξ′1 + pz′ + (x2 − δ)βs(x)).

This implies that (x2− δ)ps is invertible in Rp(a,m, γ−1). Hence, x2− δ is also
invertible in Rp(a,m, γ−1). By the division algorithm, there exist nonnegative
integers t and j such that i = tps + j, 0 ≤ i < ps and by Lemma 3.3, we have

C = 〈(x2 − δ)i〉 = 〈pt(x2 − δ)j〉
and

C⊥ = 〈(x2 − δ−1)ap
s−i〉 = 〈pa−t−1(x2 − δ−1)p

s−j〉.
If j = 0, then C = C⊥ if and only if t ≥ da2 e if and only if i ≥ psda2 e.

Next, we assume that j 6= 0.
If t < a − t − 1, then |C| > |C⊥|, and hence, in this case C is not self-

orthogonal.
If t = a − t − 1 and suppose that C ⊆ C⊥ then pt(x2 − δ)j ∈ C⊥, which

implies that pt ∈ C⊥, because x2− δ is invertible in Rp(a,m, γ−1). Then j = 0
and so C is not self-orthogonal in this case either.

If t ≥ a− t, then

pt ∈ 〈pa−t〉 = 〈(x2 − δ−1)p
s(a−t)〉 ⊆ 〈pa−t−1(x2 − δ−1)p

s−j〉 = C⊥.

Therefore, C is self-orthogonal if and only if t ≥ a−t if and only if i ≥ psda2 e. �

Corollary 3.12. Let γ = ξ0 + pξ1 + p2z be a unit of Type (1) of GR(pa,m),
where ξ0, ξ1 are nonzero elements of T (p,m) and z ∈ GR(pa,m). Then the
following statements hold.

• If ξ0 = ξ−10 , then there exists a self-dual γ-constacyclic code of length

2ps over GR(pa,m) if and only if ap is even. In this case, 〈(x2−δ)
aps

2 〉
is the unique self-dual γ-constacyclic code of length 2ps over GR(pa,m).

• If ξ0 6= ξ−10 , then there exists a self-dual γ-constacyclic code of length
2ps over GR(pa,m) if and only if a is even. In this case, p

a
2 is the

unique self-dual γ-constacyclic code of length 2ps over GR(pa,m).
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Proof. Let C be a γ-constacyclic code of length 2ps over GR(pa,m), then C =
〈(x2− δ)i〉 and C⊥ = 〈(x2− δ−1)ap

s−i〉, where 0 ≤ i ≤ aps. Note that C = C⊥

if and only if |C| = |C⊥| and C ⊆ C⊥. If |C| = |C⊥|, then i = aps − i. The
rest of the proof follows from Theorem 3.11.

If ξ0 6= ξ−10 and a is an odd number or ξ0 = ξ−10 and ap is odd, by Theorem
3.11, if C is self-orthogonal, then aps − i < i. Hence, self-dual γ-constacyclic
codes do not exist in this case. �

4. Rosenbloom-Tsfasman distance

In 1997, Rosenbloom and Tsfasman [25] introduced a new distance in coding
theory, which was later named after them as the Rosenbloom-Tsfasman (RT)
distance. Well-known bounds for distances such as the Singleton bound, the
Plotkin bound, the Hamming bound, and the Gilbert-Varshamov bound were
derived for the RT distance. Since then, there are many other studies focusing
on codes with respect to this RT metric (see, for example, [7, 13,16,24]).

For any finite commutative ring R, the Rosenbloom-Tsfasman weight (RT
weight) (see [25]) of an n-tuple c = (c0, c1, . . . , cn−1) ∈ Rn is defined as follows:

wtRT(c) =

{
1 + max{j|cj 6= 0} if c 6= 0,

0 if c = 0.

The RT distance of any two n-tuple c, c′ of Rn is defined as:

dRT(c, c′) = wtRT(c− c′).

Let C be a code of length n over R. Then

dRT(C) = min{dRT (c, c′) | c, c′ ∈ C and c 6= c′}

is called the RT distance of C.
In this section we consider the RT distances of all γ-constacyclic codes of

length 2ps over the ring GR(pa,m) for any unit γ of Type (1) of GR(pa,m)
such that γ is not a square, and p is an odd prime. We start with the definition
of the RT weight as the following.

Proposition 4.1. Let c = (c0, c1, . . . , cn−1) ∈ GR(pa,m)n be a word of length
n over GR(pa,m), and c(x) be its polynomial presentation. Then

wtRT(x) =

{
1 + deg(c(x)) if c 6= 0,

0 if c = 0.

Theorem 4.2. Let γ be a unit of Type (1) of GR(pa,m) such that γ is not a
square. Assume that C is a γ-constacyclic code of length 2ps over GR(pa,m),
i.e., C = 〈(x2 − δ)i〉 ⊆ Rp(a,m, γ) for some i ∈ {0, 1, . . . , aps}. Then the RT
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distance dRT(C) is completely determined as follows.

dRT(x) =


0 if aps,

1 if 0 ≤ i ≤ (a− 1)ps,

2i− 2(a− 1)ps + 1 if (a− 1)ps ≤ i ≤ aps − 1.

Proof. Case 1: If i = aps, the code C is the zero code, and the result follows
trivially.

Case 2: If 0 ≤ i ≤ (a− 1)ps, by Lemma 3.3 and Theorem 3.6, then

〈(x2 − δ)i〉 ⊇ 〈(x2 − δ)(a−1)p
s

〉 = 〈pa−1〉,

which implies that the RT distance of the code 〈(x2 − δ)i〉 is 1.
Case 3: If (a− 1)ps ≤ i ≤ aps − 1, then

〈(x2 − δ)i〉 = 〈(x2 − δ)(a−1)p
s

(x2 − δ)i−(a−1)p
s

〉 = 〈pa−1(x2 − δ)i−(a−1)p
s

〉.

We get that 〈pa−1(x2 − δ)i−(a−1)ps〉 has the generator polynomial pa−1(x2 −
δ)i−(a−1)p

s

is of smallest degree, which is 2i− 2(a− 1)ps. By Proposition 4.1,
its RT distance is 2i−2(a−1)ps+1. Suppose that f(x) is a nonzero polynomial
in 〈pa−1(x2 − δ)i−(a−1)ps〉 of degree 0 ≤ k ≤ 2i− 2(a− 1)ps, then f(x) can be
expressed as

f(x) =

k∑
j=0

(cjx+ dj)(x
2 − δ)j ,

where cj , dj ∈ GR(pa,m). Let l (0 ≤ l ≤ k) be the smallest index such that
clx+ dl 6= 0, then

f(x) = (x2− δ)l
k∑
j=l

(cjx+ dj)(x
2− δ)j−l = (x2− δ)l(clx+ dl)[1 + (x2− δ)g(x)],

where g(x) ∈ Rp(a,m, γ) and

g(x) =


0 if l = k,

(clx− dl)−1
k∑

j=l+1

(cjx+ dj)(x
2 − δ)j−l−l if 0 ≤ l < k.

In Rp(a,m, γ), we have x2 − δ is nilpotent, there is an odd integer t such that
(x2 − δ)t = 0, we get

1 = 1 + [(x2 − δ)g(x)]t

= [1 + (x2 − δ)g(x)][1− (x2 − δ)g(x) + (x2 − δ)2g(x)2 − · · ·
+ (x2 − δ)t−1g(x)t−1].

Thus, 1 + (x2− δ)g(x) is invertible in Rp(a,m, γ). Hence, f(x) = (x2− δ)lh(x)
for some unit h(x) of Rp(a,m, γ). It implies that f(x) ∈ 〈(x2 − δ)l〉, but
f(x) /∈ (x2 − δ)l+1, and in particular, f(x) /∈ C. Thus, we have any nonzero
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polynomial of degree less than 2i − 2(a − 1)ps is not in C, i.e., the smallest
degree of nonzero polynomials in C is 2i− 2(a− 1)ps as desired. �

Proposition 4.3. For (a− 1)ps + 1 ≤ i ≤ aps − 1, the RT weight distribution
of Type (1) γ-constacyclic code 〈(x2 − δ)i〉 ⊆ Rp(a,m, γ) is as follows.

Aj =


1 if j = 0,

0 if 1 ≤ j ≤ 2i− 2(a− 1)ps,

(pm − 1)pmk if j = 2i− 2(a− 1)ps+ 1+ k for 0 ≤ k ≤ 2aps − 2i− 1,

where Aj is the number of codewords of RT weight j of 〈(x2 − δ)i〉.

Proof. From the proof of Theorem 4.2, when (a − 1)ps + 1 ≤ i ≤ aps − 1,
〈(x2−δ)i〉 = 〈pa−1(x2−δ)i−(a−1)ps〉, and so Aj = 0 for 1 ≤ j ≤ 2i−2(a−1)ps.
When 2i − 2(a − 1)ps + 1 ≤ j ≤ 2ps, say, j = 2i − 2(a − 1)ps + 1 + k for
0 ≤ k ≤ 2aps− 2i− 1, then Aj is the number of distinct polynomials of degree
k in T (p,m)[x]. �

When i = pst, 0 ≤ t ≤ a− 1, by Lemma 3.3, the ideals 〈(x2 − δ)i〉 = 〈pt〉 ⊆
Rp(a,m, γ). Thus, we get their weight distributions as follows.

Proposition 4.4. For i = pst, 0 ≤ t ≤ a − 1, the RT weight distribution of
Type (1) γ-constacyclic code 〈(x2 − δ)i〉 ⊆ Rp(a,m, γ) is as follows.

Aj =

{
1 if j = 0,

(pm(a−t) − 1)pm(a−t)(j−1) if 1 ≤ j ≤ 2ps,

where Aj is the number of codewords of RT weight j of 〈(x2 − δ)i〉.

Proposition 4.5. Let 1 ≤ b ≤ a− 1. For (b− 1)ps + 1 ≤ i ≤ bps − 1, the RT
weight distribution of Type (1) γ-constacyclic code 〈(x2 − δ)i〉 ⊆ Rp(a,m, γ) is
as follows.

Aj =



1

if j = 0,

(pm(a−b) − 1)pm(a−b)(j−1)

if 1 ≤ j ≤ 2i− 2(b− 1)ps,

(p2m(a−b)ps)(pm − 1)pmk + (pm(a−b) − 1)pm(a−b)(j−1)

if j = 2i− 2(b− 1)ps + 1 + k, for 0 ≤ k ≤ 2bps − 2i− 1,

where Aj is the number of codewords of RT weight j of 〈(x2 − δ)i〉.

Proof. Since (b−1)ps+1 ≤ i ≤ (b−1)ps+ps−1, it means that 1 ≤ i−(b−1)ps ≤
ps − 1, so by Lemma 3.3,

〈pb−1(x2−δ)〉⊇ 〈(x2−δ)i〉 = 〈pb−1(x2−δ)i−p
s(b−1)〉 ⊇ 〈pb−1(x2−δ)p

s−1〉 ) 〈pb〉.
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Let Bj be the number of codewords of RT weight j of 〈(x2 − δ)i〉, which are
not in 〈pb〉 and B′j be the number of codewords of RT weight j of 〈pb〉. Then,
for all j, Aj = Bj + B′j . Similar to Proposition 4.3, we have

Bj =


0 if j = 0,

0 if 1 ≤ j ≤ 2i− 2(b− 1)ps,

p2m(a−b)ps(pm − 1)pmk if j = 2i− 2(b− 1)ps + 1 + k,

for 0 ≤ k ≤ 2bps − 2i− 1.

By Proposition 4.4, we can see that

B′j =

{
1 if j = 0,

(pm(a−b) − 1)p(a−b)(j−1) if 1 ≤ j ≤ 2ps.

Hence

Aj =



1

if j = 0,

(pm(a−b) − 1)pm(a−b)(j−1)

if 1 ≤ j ≤ 2i− 2(b− 1)ps,

(p2m(a−b)ps)(pm − 1)pmk + (pm(a−b) − 1)pm(a−b)(j−1)

if j = 2i− 2(b− 1)ps + 1 + k, for 0 ≤ k ≤ 2bps − 2i− 1.

The proof is complete. �

Remark 4.6. Propositions 4.3, 4.4 and 4.5 give us the RT weight distributions
for all Type (1) γ-constacyclic code Ci = 〈(x2 − δ)i〉 ⊆ Rp(a,m, γ) of length

2ps over GR(pa,m). By Theorem 3.6, |Ci| = p2m(aps−i). As |Ci| =
2ps∑
j=0

Aj ,

these RT weight distributions can be used to verify the size |Ci| of such codes.

• If (a− 1)ps + 1 ≤ i ≤ aps − 1, then

|Ci| =
2ps∑
j=0

Aj

= 1 +

2aps−2i−1∑
k=0

(pm − 1)pmk

= 1 + (pm − 1)

2aps−2i−1∑
k=0

(pm)k

= 1 + (pm − 1)
pm(2aps−2i) − 1

pm − 1

= p2m(aps−i).
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• If i = pst, 0 ≤ t ≤ a− 1, then

|Ci| =
2ps∑
j=0

Aj

= 1 +

2ps∑
j=1

(pm(a−t) − 1)pm(a−t)(j−1)

= 1 + (pm(a−t) − 1)

2ps−1∑
j=0

pm(a−t)j

= 1 + (pm(a−t) − 1)
pm(a−t)2ps − 1

pm(a−t) − 1

= p2m(a−t)ps

= p2m(aps−i).

• If (b− 1)ps + 1 ≤ i ≤ bps − 1, where 1 ≤ b ≤ a− 1, then

|Ci| =
2ps∑
j=0

Aj

= 1 +

2ps−2(b−1)ps∑
j=1

(pm(a−b) − 1)pm(a−b)(j−1)

+

2ps−2i−1∑
k=0

p2m(a−b)ps(pm − 1)pmk

+

2ps∑
j=2i−2(b−1)ps+1

(pm(a−b) − 1)pm(a−b)(j−1)

= 1 + (pm(a−b) − 1)

2ps−1∑
j=0

pm(a−b)j + p2m(a−b)ps(pm − 1)

2bps−2i−1∑
k=0

pmk

= 1 + (pm(a−b) − 1)
pm(a−b)2ps − 1

pm(a−b) − 1
+ p2m(a−b)ps(pm − 1)

pm(2bps−2i) − 1

pm − 1

= 1 + (pm(a−b)bps − 1) + p2m(a−b)ps(pm(2bps−2i) − 1)

= p2m(aps−i).

5. Conclusion

Let GR(pa,m) be the Galois extension of degree m of the ring Zpa . Let
γ be a unit of Type (1) of GR(pa,m), i.e., it is of the form ξ0 + pξ1 + p2z,
where ξ0, ξ1 are nonzero elements of the set T (p,m) and z ∈ GR(pa,m). We
obtain Type (1) γ-constacyclic codes of length 2ps over GR(pa,m), when γ is
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a square, i.e., γ = α2 for some α ∈ GR(pa,m). Then, we get that an ideal

C of GR(pa,m)[x]
〈x2ps−γ〉 , is represented as a direct sum of C−α and Cα, where C−α

and Cα are ideals of GR(pa,m)[x]
〈xps+α〉 and GR(pa,m)[x]

〈xps−α〉 , respectively, that is, they

are −α and α-constacyclic codes of length ps over GR(pa,m), respectively.
In the remaining case, when γ is not a square in GR(pa,m), we can show

that the ring GR(pa,m)[x]
〈x2ps−γ〉 is a chain ring with maximal ideal 〈x2 − δ〉, where

δp
s

= ξ0. Furthermore, γ-constacyclic codes of length 2ps over GR(pa,m) are

precisely the ideals 〈(x2 − δ)i〉 of the ring GR(pa,m)[x]
〈x2ps−γ〉 , where 0 ≤ i ≤ aps,

and the number of codewords of all Type (1) γ-constacyclic code are provided.
We also derive the duals of all such γ-constacyclic codes as well as necessary
and sufficient conditions for the existence of selforthogonal and self-dual γ-
constacyclic codes. Finally, we use the algebraic structure above to established
the Rosenbloom-Tsfasman (RT) distances and weight distributions of all such
codes.
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