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a b s t r a c t

A new robust sliding mode control with disturbance and state observers has been proposed to control
the nozzle angle of a water-jet system for a Unmanned Surface Vehicle (USV). As the water-jet system of a
ship is subjected to direct disturbances owing to the exposure to the marine environment in water, it
requires a robust control. A state observer and a disturbance observer are added to the water jet nozzle
control system to achieve a robust control against disturbances. To verify the performance of the pro-
posed algorithm, a test bed is constructed by a propulsion system used in the popular USV. This proposed
algorithm has been evaluated by comparing to the existing algorithm through experiments. The results
show that the performance of the proposed algorithm is better than that of the conventional PID or
sliding mode controller when controlling the steering of the USV with disturbances.
© 2019 Society of Naval Architects of Korea. Production and hosting by Elsevier B.V. This is an open access

article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).
1. Introduction

This study aims to propose a robust control of the nozzle angle
of a water-jet against disturbances, which is the most critical factor
for the steering control of an unmanned ship. Unmanned ships are
maneuverable by nonhuman computers and many studies were
actively carried out for safe navigation of ships (Huntsberger and
Woodward, 2011; Bingham et al., 2010). Among these studies,
path tracking and avoidance of obstacles were conducted as the
most basic studies (Wu et al., 2009; Yu-minXu and Pang, 2006). The
abovementioned studies were carried out under the Assumption
that the steering apparatus of the ship could be effectively
controlled to control the path of the ship (Son and Yoon, 2009).
Especially, the accuracy of the steering is very important for a small
USV that are running at a speed of 30 knots or more. If the accuracy
of the ship steering during running is low, it will seriously affect the
stability of the ship. However, although the steering system of a
ship is subjected to direct disturbances owing to exposure to the
marine environment in water and requires robust control, studies
on this issue are scant (GONG et al., 2017).

The steering system of an unmanned ship is a typical
nonlinear system such as a hydraulic system. Proportio-
naleintegralederivative (PID) controllers have been utilized in
val Architects of Korea.

. Production and hosting by Elsevie
most studies because they are convenient to use without modeling
the control object (Yoo and Ryu, 2016). The PID controller does not
reflect the nonlinearity of the system, and hence, it is difficult to
control an Unmanned Surface Vehicle (USV) robustly and stably. In
addition, disturbances occurring in the system cannot be coped
with. In this study, the nonlinearity of the system is reflected by
using a Sliding Mode Controller (SMC), which is a typical nonlinear
controller, for robust and stable control of the nonlinear hydraulic
system.

The SMC is very widely used because of its robustness to
disturbance and parameter uncertainty (Utkin et al., 2009). SMC is a
nonlinear control system with the dynamics of a nonlinear system
by application of a discontinuous control signal that forces the
system to slide onto a particular surface, called a sliding surface.
The hydraulic actuator is defined by three state variables. The
system consists of numerous variables, and the controller is
required to be configured for higher-order SMC. In higher-order
SMC, the state variable should be estimated in order to construct
the SMC model. The state variable can be estimated effectively by
using an observer (Iwan et al., 2017). A disturbance observer was
added to the robust sliding mode to estimate the disturbances that
occur during the operation of the ship. Therefore, the robust sliding
mode including the state observer and disturbance observer can
cope with the disturbance of the USV system. In order to verify the
performance of the algorithm proposed in this paper, a test bedwas
constructed using the same specification system as the propulsion
system used in the USV. We compared the performance of the
proposed algorithm with that of the existing algorithm through
r B.V. This is an open access article under the CC BY-NC-ND license (http://creativeco
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experiments using the test bed.
Therefore, in this study, the mathematical model of a hydraulic

system is analyzed to design the control system in Section 2. In
Section 3, an SMC and a disturbance and state observer are
designed for application to a nonlinear hydraulic water-jet system.
In order to verify the performance of the controller and observer
developed in Section 4, we perform simulation before the actual
application. In Section 5, the developed SMC and observer are
applied to an actual test bed to confirm the effectiveness of the
proposed algorithm through the real experiments. Finally, in Sec-
tion 6, this paper is concluded with an emphasis on its
contributions.
2. System modeling of the water-jet system

The major assumptions used in the modeling are as follows:

1) The values of parameters are assumed to vary within known
boundaries of nominal values.

2) Frictional force between the cylinder wall and piston can be
neglected.

3) Leakage flow of fluid in the cylinder and valve can be neglected.
4) Spool in the valve is critically lapped.

Fig. 1 illustrates the configuration of the hydraulic servo system
for the water-jet (Merrit, 1967; Chen and Wu, 1992). In Fig. 1, the
upper part shows the servo valve and the lower part shows the
hydraulic piston. When the current is applied to the servo valve as
the control input, the spool controlling the hydraulic pressure
moves. The relation between the position of the spool ðxvÞ and the
input current ðiÞ can be defined as follows:

xv ¼ Kvi (1)

where Kv is a constant representing the spool position against the
input current. The direction and flow rate of the hydraulic pressure
are determined according to the direction of the spool position xv
and the moving distance. When the spool moves, the hydraulic
flow qA into the hydraulic cylinder chamber A and the hydraulic
flow out of the hydraulic cylinder chamber B are generated. The
generated oil pressuremoves the piston inside the cylinder, and the
nozzle angle of the water-jet is changed by the movement of the
piston.

Assume that the valve orifices arematched and symmetrical, the
orifice areas are linear with the valve stroke, and the compress-
ibility flows are zero. The control flow equation of the hydraulic
valve for the load flow rate can be written as
Fig. 1. Configuration of the hydraulic servo system.
QL ¼ Cdwxv

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Ps � PLsgnðxvÞ

r

s
(2)

where QLðm3=sÞ is the load flow rate, Cd is the discharge coefficient,
w ðm2=sÞ is the area gradient of the servo valve spool, Ps ðbarÞ is the
supply pressure of the pump, PL ðbarÞ is the load pressure of the
piston, and rðkg=m3Þ is the liquid density in the chamber.

Applying the law of continuity to each chamber, the load flow
continuity equation is given as

Ap _xp þ CtlPL þ
Vt

4be
_PL ¼ QL (3)

where Ap is the pressure area of the piston, xp represents the po-
sition of the piston, 0<p<1 is the pressure area of the piston, Ctl ¼
Cil þ Cel=2ðm5=NsÞ is the total leakage coefficient, Cil is the internal
leakage coefficient, Cel is the external leakage coefficient, Vtðm3Þ is
the total actuator volume, and beðN=m2Þ is the effective bulk
modulus of the system.

Using Eq. (2) and Eq. (3), the following fluid dynamic equation of
the actuator is derived:

_PL ¼ �4beAp

Vt
_xp � 4beCtl

Vt
PL þ

4beCdwkvi
Vt

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Ps � PL tanhðxvÞ

r

s
(4)

where signðxvÞ is replaced by tanhðxvÞ (Jerouane and Lamnabhi-
Lagarrigue, 2001; Alleyne and Liu, 2000; Kaddissi et al., 2007).

In Fig. 1, the dynamic equation of the hydraulic actuator can be
defined as follows (Yao et al., 2000):

m€xp þ b _xp þ kxp þ Fd ¼ ApPL (5)

In Eq. (5),m is the mass of the nozzle connected to the hydraulic
actuator, b is the damping coefficient of the hydraulic actuator, k is
the spring coefficient of the hydraulic actuator, and Fd is the
disturbance. To combine Eqs. (4) and (5), Eq. (6) is differentiated on
both sides.

mx
/
p þ b€xp þ k _xp þ Fd ¼ Ap

_PL: (6)

Finally, the hydraulic servo system can be modeled as a third-
order system whose state variables are designed as follows:

x1 ¼ xp
x2 ¼ _xp
x3 ¼ €xp
u ¼ i :

(7)

Thus, the state equations are written as follows (Zeng and
Sepehri, 2008):

_x1 ¼ x2
_x2 ¼ x3
_x3 ¼ �f ðxÞ þ kuu� dðtÞ

(8)

where f ðxÞ ¼ a1x1 þ a2x2 þ a3x3, a1 ¼ 4beCtl
mVt

, a2 ¼ k
mþ 4beA

2
p

mVt
þ

4beCtlb
mVt

, a3 ¼ b
mþ 4beCtl

Vt
, ku ¼ 4beCdApwkv

mVt

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Ps�PL tanhðxvÞ

r

q
and dðtÞ ¼ ��

4beCtl
mVt

Fd þ 1
m
_Fd

�
.

Assumption.1. The disturbance dðtÞ is bounded and there exists a
positive unknown constant dd satisfying jdiðtÞj � dd.
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3. Proposed robust sliding mode control algorithm

The proposed algorithm is illustrated in Fig. 2 as a block dia-
gram. The desired input, xd, is generated by the off-line simulator
for the SMC. After the control signal, u, is applied to the hydraulic
actuator, the displacement, x, is measured using an encoder of the
hydraulic actuator. Using the output x, the state observer estimates

the state variables bx1 , bx2, bx3 , bbx1, bbx2 and bbx3 which are feed back

to the SMC. Thus, the estimated state variables bx3 and bbx3 are sent

to the disturbance observer to estimate the disturbance, bdðtÞ, which
is finally fed back to the SMC.
3.1. Design of sliding mode control

The sliding surface is defined as

s ¼ e3 þ c2e2 þ c1e1 (9)

where ci; i ¼ 1;2 are positive constants and

e1 ¼ x1d � x1
e2 ¼ _e1 ¼ x2d � x2
e3 ¼ _e2 ¼ x3d � x3 :

(10)

The time derivative of Eq. (9) can be expressed as

_s ¼ _e3 þ c2 _e2 þ c1 _e1
¼ _x3d þ f ðxÞ � kuuþ dðtÞ þ c2e3 þ c1e2 :

(11)

We define the Lyapunov function as follows:

V1 ¼ 1
2
s2 (12)

The time derivative of Eq. (12) becomes

_V1 ¼ s _s
¼ s½ _x3d þ f ðxÞ � kuuþ dðtÞ þ c2e3 þ c1e2�

(13)

where bdðtÞ is an estimation of dðtÞ and ~dðtÞ ¼ dðtÞ� bdðtÞ. We select
the following control scheme:

u ¼ 1
ku

�
ueq þ ur

�
(14)

where ueq ¼ c3sþ _x3d þ c2e3 þ c1e2 þ f ðxÞþ bdðtÞ, ur ¼ bsignðsÞ, c3
and b are positive constants.

Substituting Eq. (14) into Eq. (13), we have
Fig. 2. Block diagram of the proposed algorithm.
_V1 ¼ s
h
_x3d þ f ðxÞ � c3s� _x3d � c2e3 � c1e2 � f ðxÞ � bdðtÞ
�bsignðsÞ þ dðtÞ þ c2e3 þ c1e2�

¼ s
h
� c3s� bdðtÞ þ dðtÞ � bsignðsÞ

i
¼ �c3s

2 þ s~dðtÞ � bjsj
� s~dðtÞ � bjsj

�
q� cs2 � 0

�
� jsj~dðtÞ � bjsj :

(15)

If we select the control gain b as h ¼ b�
			~d			 � 0, we have

_V1 � �hjsj � 0 (16)

Therefore, the stability of the closed-loop system is satisfied.

However, in (14), the estimated disturbance bdðtÞ cannot be
known a priori, it needs to be estimated by the disturbance
observer given in the next section.

3.2. Design of the state observer

The velocity x2 and acceleration in Eq. (8) are not measurable
directly. The velocity and acceleration information are obtained via
differentiation of the position values measured by linear or rotary
encoder scales and by differentiation of the velocity. These differ-
entiations lead to a noisy velocity signal and require the low-pass
filter to suppress the high-frequency noise. Thus, the velocity and
acceleration signal qualities degrade and exhibit worse control
performance. Therefore, the super-twisting state observer used in
this study can assure better finite-time estimation error conver-
gence than the conventional high-gain state observer. By using
assumptions of the boundedness of f ðxÞ and dðtÞ, the super-
twisting observer, which extends to the third order.

In this study, the third slidingmode state observer applied to the
proposed algorithm is defined as follow:

bbx1ðtÞ ¼ bx2ðtÞ þ z1bbx2ðtÞ ¼ bx3ðtÞ þ z2bbx3ðtÞ ¼ hðt; bx1; bx2; bx3;uÞ þ z3 :

(17)

In Eq. (17), bx1; bx2; bx3 are the predicted state values by the state
observer and hðt; bx1; bx2; bx3;uÞ is the predictive value defined as the
right side of Eq. (8). Thus, z1; z2; z3 are defined as correction
variables as follow: (Davila et al., 2005).

z1 ¼ m1jx1 � bx1j1=2signðx1 � bx1Þ
z2 ¼ m2jx1 � bx1j1=2signðx1 � bx1Þ
z3 ¼ m3signðx1 � bx1Þ (18)

where z1, z2, z3 are positive diagonal metrics.
From Eq. (17) and Eq. (18), we have the following state observer

equation:

bbx1ðtÞ ¼ bx2ðtÞ þ m1jx1 � bx1j1=2signðx1 � bx1Þbbx2ðtÞ ¼ bx3ðtÞ þ m2jx1 � bx1j1=2signðx1 � bx1Þbbx3ðtÞ ¼ hðt; bx1; bx2; bx3;uÞ þ m3signðx1 � bx1Þ
(19)

where mi represents positive diagonal matrices. From Eq. (8) and Eq.
(19), we have the following error state equations:

~x1 ¼ ~x2 � m1j~x1j1=2signð~x1Þ;
~x2 ¼ ~x3 � m2j~x1j1=2signð~x1Þ;
~x3ðtÞ ¼ hðt; bx1; bx2; bx3Þ � m3signð~x1Þ

(20)
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where ~xi ¼ xi � bxi; i ¼ 1;2;3.
The boundedness of the system states ensures the existence of a

constant Ch such that the inequality

jhðt; bx1; bx2; bx3Þj<Ch (21)

holds for any possible t; bx1; bx2; bx3, and jbx3j � 2supjx3j (Davila
et al., 2005).

If the parameters m1; m2, and m3 in Eq. (19) are selected as the
following conditions:

m3 >Ch

m2 >

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2

m3 � Ch

s
ðm3 þ ChÞð1þ pÞ

ð1� pÞ

m1 >

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2

m3 � Ch

s
ðm3 þ ChÞð1þ pÞ

ð1� pÞ

(22)

where p is a constant satisfying 0< p<1, then the variables of the
observer in Eq. (21) converge to the states variables in Eq. (20) in
finite time (Davila et al., 2005).

Using the state variable estimated using the super-twisting state
observer in Eq. (20), the sliding mode surface can be defined as
follows:

bs ¼ be3 þ c2be2 þ c1be1 (23)

where ci; i ¼ 1;2 are positive constants, be1 ¼ x1d � bx1,be2 ¼ x2d � bx2 and be3 ¼ x3d � bx3.
The time derivative of Eq. (23) can be expressed as

bbs ¼ bbe3 þ c2
bbe2 þ c1

bbe1
¼ _x3d � f ðbxÞ þ kuu� bdðtÞ þ z3 þ c2be3 þ c1be2 :

(24)

We define the Lyapunov function as follows:

V2 ¼ 1
2
bs2 (25)

The time derivative of Eq. (25) becomes

_V2 ¼ bsbbs
¼ bs½ _x3d þ f ðbxÞ � kuuþ dðtÞ þ c2be3 þ c1be2�: (26)

Therefore, the control input can be expressed as follows:

u ¼ 1
ku

�
ueq þ ur

�
(27)

where ueq ¼ c3bs þ _x3d þ c2be3 þ c1be2 þ f ðbxÞ þ bdðtÞ þ z3 and ur ¼
bsignðsÞ.

Substituting Eq. (27) into Eq. (26), we have

_V2 � �c3bs2 þ ~dbs � bjbsj
�

			~d			jbsj � bjbsj
¼ �jbsj�b�

			~d			� :

(28)

If we select the control gain b as h ¼ b�
			~d			 � 0, we have

_V2 � �hjbsj � 0 (29)
3.3. Design of the disturbance observer

The USV is sensitive to changes in the direction of the ship when
it is traveling at high speed and when the small nozzle angle
changes. Such a sensitive steering change of the USV makes steady
running difficult and consumes significant fuel, and hence, precise
steering control is required. Water-jet nozzles are exposed to
various disturbances such as algae, waves, and water streams from
nozzles during ship operation. These various disturbances make
precise steering control of the water-jet nozzle difficult. Therefore,
robust control is required for the disturbances affecting the nozzle
control of the water-jet. In the control algorithm proposed in this
study, a disturbance observer is added for controlling the distur-
bances affecting the robust water-jet nozzle control. The distur-
bance observer used in this study is (The global exponential
stability of the proposed Disturbance Observer (DO) is guaranteed
by selecting design parameters depending on the maximum ve-
locity and physical parameters.) A basic idea in the design of ob-
servers/estimators is to modify the estimation using the difference
between the estimated and actual outputs.

Assumption 2. In this study, it is assumed that the disturbance
dðtÞ varies slowly comparing with the observer dynamics. Then, it

follows that _dðtÞ ¼ 0.

The third state equation in Eq. (8) can be expressed as follows:

dðtÞ ¼ �f ðxÞ þ gu� _x3 (30)

The nonlinear disturbance observer is designed as follows (Chen
et al., 2000):

bdðtÞ ¼ jðtÞ þ fðxÞ

_jðtÞ ¼ �ljðtÞ � l½fðxÞ � f ðxÞ þ gu� (31)

where fðxÞ is a nonlinear function to be designed. l ðx3Þ ¼ vf=vx3 is
chosen such that lðx3Þ ¼ vf=vx3 > l>0. From the estimation error
~dðtÞ ¼ dðtÞ� bdðtÞ, it follows that

~dðtÞ ¼ _dðtÞ � bbdðtÞ
¼ �bbdðtÞ ¼ � _jðtÞ � vf

vx3
_x3

¼ ljðtÞ þ l½fðxÞ � f ðxÞ þ gu� � l _x3

¼ �l½jðtÞ þ fðxÞ� þ ldðtÞ

¼ �lbdðtÞ þ ldðtÞ (32)

Therefore, based on (32), thee observer error is governed by

~dðtÞ þ l~dðtÞ ¼ 0 (33)

(33) means that ~dðtÞ is globally exponentially convergent with a
decaying rate of at least e�lt as t/∞. Thus, the system Eq. (32) is

exponentially stable for all x and the disturbance estimate bdðtÞ
approaches dðtÞ exponentially as time goes to infinity. In this study,
fðxÞ is selected as fðxÞ ¼ kdx3, where kd >0 is a constant.

Using this Assumption, the error between the predicted
disturbance and the actual disturbance is obtained using Eq. (32).



Table 1
Control system parameters.

Symbol Definition Value

0<p<1 pressure area of the piston 7.07� 10�4

QLðm3=minÞ load flow rate 6.70
Cd discharge coefficient 0.61
PsðbarÞ supply pressure of the pump 100.01

rðkg=m3Þ liquid density in the chamber 9.01

Vtðm3Þ total actuator volume 5.30� 10�5

mðkgÞ mass of nozzle 3.37

Fig. 4. Test bed of the USV steering system.

Fig. 5. Configuration of the test bed.
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The error in the disturbance is reduced by using Eq. (33), and
thereafter, the reduced disturbance error is applied to the state
observer. Thus, the error in the disturbance approaches zero by
repetitive calculation of the coupled state observer and the
disturbance observer. As the actual physical disturbance changes
more slowly than the computation speed of the present system, the
disturbance estimation method based on the iterative calculation
proposed in this study does not cause a problem in system control.

4. Experimental environment

Fig. 3 illustrates the configuration of the USV steering control
system. The power required for operating the hydraulic pump is
generated by the engine. The power generated by the engine is
transmitted to the hydraulic pump through the shaft to drive the
hydraulic pump. The pressure of the hydraulic system is generated
by the operation of the hydraulic pump. The personal computer
produces the control command signal, which is sent to the interface
DSP (DAQ tool). Subsequently, the interface DSP generates a signal
to control the servo valve. The servo valve controls the operation oil
entering the piston. The piston, which is a hydraulic actuator,
controls the nozzle.

The piston position sensor attached to the hydraulic piston
sends the position value to the interface DSP. The piston position
value is subsequently sent to the personal computer.

Table 1 shows the actual system parameter values used in the
modeling and control algorithms.

The test bed designed to test the proposed algorithm is illus-
trated in Fig. 4.

This test bed was installed in a scientific water tank.
Fig. 5 shows the configuration of the test bed for the test USV

steering system. In Fig. 5, the front of the test bed shows the engine,
fuel tank, and battery and the rear of the test bed shows the water-
jet, hydraulic pump, and servo valve.

Fig. 6 shows the disturbance generation system. The water flow
generator is installed to create disturbance. It is installed 50 cm
from the nozzle of the water-jet, which creates the water flow of
approximately 2m/s. The water-jet is set to approximately 2,000
rmp.

5. Experimental results

Fig. 7 shows the experiment result obtained using the PID al-
gorithm. In Fig. 7, the red line is the referencewater-jet angle signal.
The signal range is 0e75mm, which matches the angle of the
water-jet nozzle of approximately �25�e25�. The blue line is the
output from the PID control. For the PID control, the P gain is 2, the I
gain is 0.5, and the D gain is 0.1.
Fig. 3. Configuration of the control system. Fig. 6. Flow generator and water-jet.



Fig. 7. Tracking using the PID algorithm.

Fig. 9. Comparison of control errors of the PID and the proposed SMC algorithms.

Fig. 10. Comparison between the PID and the proposed SMC.
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Fig. 8 shows the output graph of SMC S/D-Ob output, which is
the output of the SMC with the observer. It is better to apply the
SMC with observer than to apply the PID algorithm. However, the
error cannot be eliminated owing to the delay response charac-
teristic of the hydraulic system. Fig. 9 shows the graph that com-
pares the errors of the PID algorithm and the SMC with state
observer. It can be observed that the proposed sliding mode algo-
rithm with observer shows less error (maximum 9.5mm) than the
PID algorithm (maximum 14.5mm).

The second experiment compares the control performance of
the system when a step input occurs. Fig. 10 shows the result of
comparing the PID controller with the output of the controller
proposed in this study when a displacement input of 37.5mm is
given. In Fig. 10, SMC S/D-Ob output refers to the output of the
slidingmode including the state observer and disturbance observer
controlled in this study. The rising time of SMC S/D-Ob output is
1.15 s and the rising time of PID output is 1.32 s. Therefore, we can
confirm that the rising time of the SMC S/D-Ob algorithm is faster.
The SMC S/D-Ob output has a steady-state error of 0.32mm, and
the PID output has a steady-state error of 1.28mm. In this study, the
rising times were decided based on 100% criterion of the rising time
that the output tracks the given reference command and the steady
state errors were decided based on 2% tracking error criterion.

The third experiment is the result of comparing the output of
the SMC including only the state observer and the output of the
SMC including the state observer and disturbance observer, given
the same input as the second experiment. In Fig. 11, SMC S/D-Ob
represents the output of the SMC including the state observer
and disturbance observer, and SMC S-Ob represents the output of
the SMC including only the state observer.

In Fig. 11, the rising time of SMC S/D-Ob output is 1.15 s and the
Fig. 8. Tracking using the proposed SMC.

Fig. 11. Comparison between SMC with the state observer and the proposed SMC.
rising time of SMC S-Ob output is 1.25 s. Therefore, we can confirm
that the rising time of the SMC S/D-Ob algorithm is faster. The SMC
S/D-Ob output has a steady-state error of 0.32mm, and the SMC S-
Ob output has a steady-state error of 0.58mm.
6. Conclusions

In this study, a robust SMCwas designed for the position control
of a hydraulic cylinder for a USVwater-jet system and the efficiency
of the controller was confirmed by comparing it with that of the
conventional PID algorithm. The hydraulic system was modeled
through mathematical analysis to design an SMC that manages the
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nonlinear properties of the hydraulic system. As the hydraulic
system is subjected to nonlinear dynamics and disturbances, the
state and disturbance observers are added to the control feedback
loop to improve the tracking performance. The response time of the
hydraulic system can be further improved with better design of the
SMC and the observers considering the specifications of the hy-
draulic cylinder.
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