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요 약

4차 산업혁명의 기술이 우리도 모르는 사이 우리의 삶 속으로 스며들고 있다. CNN이 이미지 인

식 분야에서 탁월한 능력을 보여준 이후 많은 IoT 기반 홈보안 시스템은 침입자로부터 가족과 가정

을 보호하며 얼굴을 인식하기 위한 좋은 생체인식 방법으로 CNN을 사용하고 있다. 본 논문에서는 

2D와 2.5D 이미지에 대하여 여러 종류의 입력 이미지 크기와 필터를 가지고 있는 CNN의 구조를 

연구한다. 실험 결과는 50*50 크기를 가진 2.5D 입력 이미지, 2 컨벌류션과 맥스풀링 레이어, 3*3 

필터를 가진 CNN 구조가 0.966의 인식률을 보여 주었고, 1개의 입력 이미지에 대하여 가장 긴 

CPU 소비시간은 0.057S로 나타났다. 홈보안 시스템은 좋은 얼굴 인식률과 짧은 연산 시간을 요구

하므로 본 논문에서 제안한 구조의 CNN은 홈보안 시스템에서 얼굴인식을 기반으로 하는 액추에이

터 제어 등에 적합한 방법이 될 것이다.  

ABSTRACT

Technologies of the 4th industrial revolution have been unknowingly seeping into our lives. Many IoT based home 

security systems are using the convolutional neural network(CNN) as good biometrics to recognize a face and protect 

home and family from intruders since CNN has demonstrated its excellent ability in image recognition. In this paper, 

three layouts of CNN for 2D and 2.5D image of small dataset with various input image size and filter size are explored. 

The simulation results show that the layout of CNN with 50*50 input size of 2.5D image, 2 convolution and max 

pooling layer, and 3*3 filter size for small dataset of 2.5D image is optimal for a home security system with recognition 

accuracy of 0.966. In addition, the longest CPU time consumption for one input image is 0.057S. The proposed layout of 

CNN for a face recognition is suitable to control the actuators in the home security system because a home security 

system requires good face recognition and short recognition time. 
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Ⅰ. Introduction

Technologies of the 4th industrial revolution have 

been unknowingly seeping into our lives and 

suddenly changing human being’s life quality in 

real life. IoT(: Internet of Things), which is the one 

of key technologies in the 4th industrial revolution, 

is the network of devices such as smart phone, 

vehicles and home electronic appliances. It involves 

extending internet connectivity beyond standard 

devices to everyday objects. Embedded in the 

systems, these devices can communicate and 

interact over the internet, and they can be remotely 

monitored and controlled[1-2].

People want to control the home situations at 

any time in any place. As the technology of 

communication, sensors and IoT has developed, 

home security has entered the era of intelligence. 

An intelligent home security system collects 

sensor’s data, and send the information to the user 

via the internet, no matter where the user is. The 

user can monitor the situation of a home with 

smart phone.

With the rapid development of economy and 

civilization, most people work at the company and 

there is no one at home. When children come back 

home from school or packages are delivered, a 

security system is required to check them to enter 

a house. There are some biometrics such as iris, 

fingerprint, and face recognition to recognize people 

. At present, face recognition is becoming a hot 

research field of pattern recognition and artificial 

intelligence as the recognition ratio has increased 

with CNN(convolution neural network)[3].

This paper aims to recognize a face by CNN 

with small dataset for home security that provides 

a method for users to control the home through a 

website or a mobile phone. In the following section 

Ⅱ, the related works of CNN and dataset are 

introduced. In section Ⅲ, the system configuration 

and proposed methodology are described. Simulation 

results and considerations  are shown in section Ⅳ, 

and conclusions are described in section Ⅴ.

Ⅱ. Related works

Deep learning is not a new technology, but an 

evolutionary techniques that combines and extends 

existing machine learning techniques1). It is part of 

a broader family of machine learning methods 

based on artificial neural networks. It is a neural 

network that is multilayered structure and is being 

trained by hierarchical abstract learning that 

distinguish existing general machine learning and 

existing neural network[4]. It starts with simple 

character from each layer and the simple characters 

were combined and become more complicated, and 

the complicate characters are combined again, and 

ultimately it recognizes character of the face. The 

greatest benefit is that most of the part is 

automated rather than such expectation-driven 

learning technique which needed professional 

system and the tasks that require work from 

human being.

CNN is a kind of deep neural network[5], which 

is most often used to analyze visual images. CNN 

uses variants of multi-layer perceptrons, requiring 

minimal preprocessing. A major feature of CNN is 

the processing of large data sets of millions of 

pictures. And it automatically extracts the features 

of image without any help of an  expert. 

In recent, as 2D face recognition technigues have 

disadvantages such as illumination and expression, 

and 3D camera has been developed, 3D images 

have been popular. Two representations for 

modeling 3D faces are 3D and 2.5D images[6]. A 

2.5D image is defined as a simplified three 

dimensional (x,y,z) surface representation that 

1) https://en.wikipedia.org/wiki /Deep_learning
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contains one depth value for every point in the 

plain[7]. 

Some researches have been done to extract the 

key point with 2.5D images. The 2.5D image is a 

perfect replacement of pure 3D images for 3D facial 

recognition to reduce CPU time consumption and 

increase recognition ratio. Only the face of the head 

is enough to recognize the face of database in an 

IoT based home security in this paper. 

Recently, geometric shaped facial feature 

extraction for face recognition(GSF2EFR) is 

designed for identifying the exact person by finding 

the center and corners of the eye using eye 

detection and eye localization modules[8]. It only 

needs a small space to store geometric feature 

vectors and has a  fast proessing time, but the 

recognition accuracy is not good enough. A 

statistical local feature based robust kernel 

representation(SLF-RKR) model for face recognition 

was proposed, but its security is low and it can 

not deal with similar features of face distribution[9]. 

An improved method for face recognition named 

statistical Local Line Binary Pattern(SLLBP) was 

proposed and a statistical analysis on the 

probability distribution of the gray-level difference 

values was taken to deal with the gray-level 

difference, and a mapping function was used to 

encode the range of these values. But it still can 

not avoid the shortcomings of face distribution 

statistical recognition[10]. Primary Component 

Analysis(PCA) and Support Vector Machine(SVM) 

makes the neural network get better fitting ability, 

but its calculation needs a lot of storage 

space[11-12]. Active Appearance Model(AAM) and 

Fuzzy Neural Networks(FNN) use a smaller 

learning rate, and the neural network can fit better, 

but the convergence rate is relatively slow, which  

results in a longer calculation time of the neural 

network[13]. The above face recognition methods 

have their own advantages and disadvantages, and 

they are not good enough for smart home security 

systems. Therefore, CNN is used in our face 

recognition method. In successful CNN face 

Recognized system, recognition rate is 98.76%, 

three convolution layers of CNN method is 

used[14]. The input is RBG face image, and the 

face is divided into four parts to calculate the 

convolution neural network. Although it has a high 

recognition rate, it is more difficult to calculate the 

convolution neural network by four times 

convolution calculation. In face recognition system 

using CNN method with recognition rate of 98.8%, 

five convolution layers are used which increases 

the pressure on the CPU to perform calculations 

and results in higher costs[15]. So a smart home 

security system running on a small system like 

Raspberry Pi needs less computational pressure 

model.

This paper designs the most optimal layout of 

CNN for a face recognition with small data sets of 

2D and 2.5D image in a home security system.  

The optimal numbers of the convolution and max 

pooling, input image size, and filter size are 

considered which CPU time consumption of CNN is 

within an allowed time and recognition ratio is 

high.

Ⅲ. System configuration and the proposed 
methodology

그림 1. 홈보안 시스템
Fig. 1 Home security system
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The proposed CNN will be used for a face 

recognition in a home security system as shown in 

Fig. 1. The accuracy of facial recognition as well 

as CPU time consumption are mainly concerned in 

this paper and the face detection algorithm had 

been developed in other papers[16].

The result of face recognition is used to control 

the inputs of actuators such as motor and LED. 

그림 2. 얼굴 인식 처리 과정
Fig. 2 The processing steps of a face recognition

Fig.2 shows the whole process of face 

recognition for 2D and 2.5D images taken from the 

dataset. To get the optimal layout of CNN for the 

face recognition ratio and CPU time consumption, 

CNN is simulated under various conditions of input 

image size, convolution and max pooling layer, and 

filter size. OpenCV is used in the preprocessing 

steps[17]. RBG color data are transformed into 

single layer gray data ranging from 0 to 255 to 

reduce the processing time and the gray images 

are compressed to the size of 50*50 face images 

for the input of CNN. 

CNN modeling steps are simulated on Keras 

based on tensorflow[18]. CNN layputs are built in 

sequential() function in Keras[19]. Add() function in 

sequential() is used to add convolution layer, max 

pooling layer and fully connect layer. The CNN 

with the activation function of ReLu is simulated 

depending on input size, convolution layer, and filter 

size after the learning rate and the epoch number 

are selected. In fully connected layer, Flatten(), 

Dense() with the activation function of ReLu, 

Dropout(), and Dense with the activation function 

of softmax in Keras are executed.

CPU time consumption is one of very important 

factor for a real-time security system. CPU time 

highly depends on the input size of CNN, so 6 

kinds of input size are considered to get the CNN 

that has the proper CPU time consumption and 

recognition ratio. Also the face recognition ratio is 

affected by the number of convolution layer and 

pooling layer and the size of filter, so the CNNs 

with 3 kinds of convolution layers and 3 kinds of 

filter size are simulated. 

그림 3. 1 컨벌루션 계층과 3*3 필터 CNN
Fig. 3 CNN with one convolution layer and 3*3 filter

Fig. 3 shows an example of CNN with one 

convolution layer and 3*3 filter and the red letters 

mean the number of parameters in each layer.

MIT-CBCL-facerec-database which has 7280 

images of ten people is used in this paper[20]. 

These images, which the first and third columns 

are 2D images and the second and forth are 2.5D 

images as shown in Fig. 4. 80% and 20% of 

images are used for training and testing 

respectively.
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그림 4. MIT-CBCL-facerec-database
Fig. 4 MIT-CBCL-facerec-database 

Ⅳ. Simulation results and considerations

Table 1 shows the recognition results of two 

convolution layers and maxpooling layer with 3*3 

filter and the learning rate of 0.001. the CPU time 

decreases and the recognition ratio increase as 

input image size increases. It is considered that 

50*50 input size is optimal for a real-time home 

security system.

표 1. 입력 이미지 크기에 대한 CPU 시간과 정확도
Table 1. CPU time and accuracy for input images 

sizes 

Table 2 shows the recognition ratio for the 

number of convolutionn layer with the input size of 

50*50, 0.0010 learning rate, and 3*3 filter size. 

From the table 2, the CNN with 2 convolutional 

layer gets the best recognition accuracy.

표 2. 컨벌루션 계층수에 대한 정확도
Table 2. Accuracy for the number of convolution layer

Table 3 shows the simulation results for the 

parameters of filter size and learning rate. The 

recognition accuracy decrease as the filter size 

decrease, and the best result comes in the learning 

rate of 0.0010. The CNN with the combination of 

3*3 filter and 0.0010 learning rate gets the highest 

recognition accuracy. 

표 3. 파라메타에 대한 정확도
Table 3. Accuracy for parameters

A part of 2D image’s data format is [......(220, 

187, 152), (217, 184, 149), (217, 184, 149), (220, 185, 

153), (220, 185, 153), (218, 182, 150)......], and a part 

of 2.5D image’s data format is [......(0, 0, 0), (120, 

77, 56), (125, 85, 61), (129, 86, 62), (133, 91, 67), 

(137, 94, 70), (0, 0, 0)......]. 2.5D image has better 

contrast than 2D image because 2.5D image's data 

format have a lot of "(0,0,0)", which means the 

dark area, 2.5D images makes the images more 

stereoscopic, and enhances the accuracy compared 

to 2D images. Table 4 shows performance such as 

f1-score, precisions and recall, and that 2.5D gets 

higher recognition ratio than 2D. 
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표 4. 성능 측정
Table 4. Performance metrics

The CPU time consumption for 2 convolution 

layers, 3*3 filter, and 50*50 input size with Intel(R) 

Xeon(R) CPU E3-1230 v3@3.30GHz is shown in 

table 5. The longest  CPU time for one image is 

less than 0.057 sec and considered to be with the 

allowed time for a real-time home security system.

  

표 5. 한 개의 이미지에 대한 CPU 시간 소비
Table 5. CPU time consumption for one image

A home security system in a house has to 

recognize a visitors’ face within one or two 

seconds with proper recognition ratio, so the 

proposed face recognition system can be suitable to 

the home security running on Raspberry Pi.

Ⅴ. Conclusions

In this paper, the performance of CNN is 

explored depending on the number of a convolution 

and max pooling layer, input image size, and filter 

size to select an optimal layout for a home security 

system.  One, two, three convolution layer and max 

pooling layer, 30*30, 50*50, 70*70, 90*90, 100*100, 

200*200 input image size, and 3*3, 5*5, 7*7 filter 

size are explored to get an best recognition 

accuracy and CPU time consumption. 

This paper proposes that the layout of CNN with 

50*50 input image size, 2 convolution and max 

pooling layer, and 3*3 filter size for small dataset 

of 2.5D image is most optimal, which shows 0.966 

accuracy and the longest CPU time consumption of 

0.057S for one input image. The proposed layout of 

CNN for a face recognition is suitable to control 

the actuators in the home security system.
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