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Abstract

Recently, effort to obtain various information from the vast amount of social network services (SNS) big data generated in daily

life has expanded. SNS big data comprise sentences classified as unstructured data, which complicates data processing. As the

amount of processing increases, a rapid processing technique is required to extract valuable information from SNS big data. We

herein propose a system that can extract human sentiment information from vast amounts of SNS unstructured big data using the

naïve Bayes algorithm and natural language processing (NLP). Furthermore, we analyze the effectiveness of the proposed

method through various experiments. Based on sentiment accuracy analysis, experimental results showed that the machine

learning method using the naïve Bayes algorithm afforded a 63.5% accuracy, which was lower than that yielded by the NLP

method. However, based on data processing speed analysis, the machine learning method by the naïve Bayes algorithm

demonstrated a processing performance that was approximately 5.4 times higher than that by the NLP method.

Index Terms: Big data processing, Machine learning, Naïve Bayes algorithm, Sentiment analysis, SNS big data

I. INTRODUCTION

Recently, the number of users of social network services

(SNS) has increased owing to the explosive growth of

mobile devices, and the amount of data generated on SNS

has increased correspondingly. SNS is widely used for social

relations and friendship; however, recently, it has been

increasingly used for the secondary purpose of gathering and

analyzing large datasets on SNS and obtaining various pieces

of information [1-3].

The data on SNS include content related to opinions being

expressed in various fields such as economy, society, and

culture. Therefore, by analyzing the data on SNS, informa-

tion regarding various flows and opinions on topics such as

society, economy, and politics can be extracted.

In recent years, as interest in big-data processing has

increased, studies have been conducted for collecting and

storing big data stably and processing data more efficiently

using limited computing resources [4-9]. In addition, studies

are being conducted to improve the performance of big-data

processing using machine learning methods. These studies

suggest methods to more accurately process big data by add-

ing a machine learning algorithm to the big-data–processing

algorithm.

However, fewer studies are available regarding sentiment

analysis by machine learning and natural language process-

ing (NLP).

Therefore, we herein propose an effective data pattern

analysis method that can extract sentiment information such

as positive, negative, and neutral by analyzing patterns in

SNS big data. In particular, we propose pattern analysis

methods based on the naïve Bayes algorithm and NLP, and
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we compare the feature points of these two methods.

This paper is organized as follows: In Chapter 2, we ana-

lyze related studies including those on big data processing.

In Chapter 3, we describe the proposed pattern analyzer. In

Chapter 4, we analyze the performance of the proposed sys-

tem to evaluate its effectiveness. Finally, Chapter 5 con-

cludes this study.

II. RELATED STUDIES

In this section, we examine and analyze studies related to

big data, including distribution processing and machine

learning. The significance of this study is discussed in the

context of prior studies.

First, to extract various pieces of information from a large

quantity of SNS data, a technique for a stable collection and

accumulation of SNS data is required, and methods for pro-

cessing information according to a specific purpose are

necessitated. Hence, the following research was conducted.

Ha et al. [4] studied the method for storing SNS data reliably

in Hadoop-based distributed systems and for separating sen-

timent information from various users. Gu et al. [5] argued

that three factors were important for big data processing ser-

vices in geographically distributed data centers: task assign-

ment, data placement, and data movement. Furthermore, they

studied how these three factors could be optimized. Ji et al.

[6] revealed key issues such as distributed file systems, non-

structural and semistructured data storage and open-source

cloud platforms in the cloud computing environment and

introduced optimization strategies for MapReduce, a big data

processing model.

Zhu et al. [7] emphasized that technology can increase the

use frequency of data collected when processing sensing

data from the Internet of things (IoT) environment. Further-

more, they demonstrated the importance of cloud computing

in the processing of large datasets collected from an IoT

environment. Garlasu et al. [8] explained the importance of

storage capacity and processing power in a big data process-

ing environment and suggested grid computing as a distrib-

uted method that could solve the problem above. In addition,

they described the key components of a grid computing sys-

tem. Tan et al. [9] recognized SNS as informative and exe-

cutable according to networking technology and analyzed the

characteristics of each group. Finally, they explained that

leveraging the social network paradigm could solve big data

processing challenges. In addition, we discovered various

studies [10-13] regarding big data processing system con-

struction and big data processing methods. Among them, a

few studies [14-19] have reported the processing of big data

in social networks.

A technique for processing big data more efficiently is

machine learning. Some of the studies regarding this topic

are discussed as follows.

Qiu et al. [20] described recent trends in the studies of

machine learning for big data processing. State-of-the-art

techniques such as deep learning, distributed and parallel

learning, and representation learning have been described.

Suthanharan et al. [21] discussed problems and challenges in

managing big data networking technologies. To better

explain the analysis in this study, the characteristics of big

data were explained by three C factors, i.e., complexity, con-

tinuity, and cardinality.

Jarrah et al. [22] studied effective machine learning meth-

ods for processing big data. They explored data modeling

methods and analyzed the efficiencies of the model and algo-

rithm. Landset et al. [23] classified tools for machine learn-

ing as processing engines, machine learning frameworks, and

learning algorithms and analyzed their association. Further-

more, machine learning frameworks such as Mahout, MLlib,

H2O, and Samoa have been examined in parallel. Xing et al.

[24] analyzed and compared implementation engines such as

MapReduce, Spark, Flink, Storm, and H2O in the Hadoop

ecosystem, a typical machine learning architecture. In addi-

tion, machine learning libraries and frameworks such as

Mahout, MLlib, and Samoa have been examined. Chen et al.

[25] proposed an algorithm for disease prediction based on

machine learning for healthcare big data and demonstrated

the effectiveness of the proposed algorithm experimentally.

In addition, we discovered studies [26-28] that suggested a

big data processing method using various machine learning

techniques.

Compared with existing studies, this study exhibits the fol-

lowing characteristics. First, the proposed system extracts

sentiment information that can be used for various purposes

from SNS big data. Such sentiment information may be

applied to various fields such as advertising, safety, and pol-

itics. Next, sentiment information is extracted by machine

learning using the naïve Bayes algorithm and NLP. The fea-

ture points of the two methods are extracted through com-

parison.

III. EMOTIONAL PATTERN ANALYSIS SYSTEM

In this section, we introduce the proposed system. The

core building blocks of the system are explained, and the

functional roles of the components are discussed. 

We propose two types of pattern analysis: pattern analysis

by machine learning and that by NLP. The former is a type

of the data classification based on the Mahout machine

learning module, while the latter analyzes patterns by per-

forming morphological analysis on each sentence and refer-

ring to a data dictionary.

Fig. 1 shows the structure of the proposed sentiment anal-

ysis system. The proposed system is divided into two parts.
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The upper part of the figure shows the structure of the senti-

ment analysis system by machine learning, while the lower

part shows that by the NLP method. In the machine learning

method, the proposed system comprises various components

including an initial test dataset, Mahout machine learning

module, and sentence classification module. Initially learned

data are generated by human judgment for the test dataset.

The initial learned data are processed by Mahout's machine

learning library and the sentiment is analyzed by the sen-

tence classification module of the naïve Bayes algorithm.

The classification module classifies the SNS sentences into

three types of sentences: positive, negative, and neutral.

In the NLP method, SNS big data are sent to a pattern ana-

lyzer to extract information.

The pattern analyzer executes the following steps sequen-

tially to process the input data and output the result. In the

first step, sentences containing various information are

received as input from SNS big data. Morpheme analysis is

then conducted on the input sentences. In the next step, the

pattern analyzer performs classification according to whether

a word in a pattern type exists in a sentence. That is, sen-

tences are classified into either positive, negative, or neutral

sentences by referring to the data dictionary. Finally, the pat-

tern classification result is output.

Algorithm 1 shows the procedure for pattern analysis

using the natural-language processing method.

The input sentences are divided into meaningful words

through morphological analysis. In addition, positive and

negative counts are calculated by referring to the data dictio-

nary.

“CP” means the number of positive words and “CN” the

number of negative words. The total count “CT” can be

obtained by (1). “DV” is a decision value for sentiment deci-

sion, and a value of “0” is used in this study.

Total Count (CT) = CP * (+1) + CN * (-1). (1)

The positive and negative counts are combined to yield a

CT that is then compared with a threshold value (DV) to

determine the character of the sentence.

IV. PERFORMANCE ANALYSIS OF THE 

PROPOSED SYSTEM

In this section, we analyze the performance of the pro-

posed system. First, we construct a distributed processing

system for the proposed method to analyze performance and

conduct various experiments using SNS data as sample data

in the system. Results from various experiments are then

derived and analyzed. We study the performance level

according to the analysis and demonstrate the effectiveness

Algorithm 1 Proposed Pattern Analysis Algorithm

1: Inputs:

2: SS: a sentence containing second group word

3: ST: a sentence containing third group word

3: DL- learned data for the keyword

4: Outputs:

5: RP: Positive sentence

6: RN: Negative sentence

7: RE: Neutral sentence

8: S = SS + ST

9: S = {S1, S2, …, Sk} – sentences

10: Si = {W1, W2, …, Wk} – syntactic word (morpheme)

11: CP: Positive Count (number of positive words)

12: CN: Negative Count (number of negative words)

13: CT: Total count (=CP*(+1)+CN*(-1))

14: DV: Decision value for sentiment decision

15: for each Si 

16: morphological analysis to Si

17: generate morpheme-specific words {W1, W2, … Wk}

18: for each Wi 

19: calculate CP // referring to the dictionary

20: calculate CN // referring to the dictionary

21: end

22: compute CT // CP*(+1)+CN*(-1)

22: if CT == DV then

23: classify Si to RE

24: else if CT > DV then

25: classify Si to RP

26: else 

27: classify Si to RN

28: end

30: end

Fig. 1. Structure of the proposed sentiment analysis system.
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of the proposed system.

The proposed system was implemented as described in

Section 3. A Hadoop-based distributed system was used. Fig.

2 shows the architecture of the system. Three servers were

built for a distributed processing, and a console PC with a

Windows operating system was built for various operations

including that of the server.

In Fig. 2, Servers 1, 2, and 3 are deployed as a distributed

processing system based on Hadoop. We used MongoDB as

a database management system and CentOS as the operating

system. Mahout 0.8 was used as a library for machine learn-

ing. Mahout is a machine learning library that can be distrib-

uted and parallelized in big data processing. It provides

various machine learning algorithms in the form of libraries.

In this study, naïve Bayes classifiers were used in the library.

Servers 1, 2, and 3 use Intel Xeon CPUs running CentOS

6.7 with 128 GB or 64 GB of memory. Hadoop 2.7.3 was

used for the distributed processing, MongoDB as the data-

base, and JAVA as the processing language. A console PC

was based on the Windows operating system was used as the

console.

Experiments for the performance analysis were conducted

in the environment shown in Table 1. In this experiment, we

conducted two types of experiments: pattern analysis of

unstructured data and that of data processing speed. For the

pattern analysis experiments, five major keywords which are

the most recent issue were selected for Twitter data, and

1,000 pieces of tweet sentences related to each keyword

were used as experimental data. The five keywords used

were as follows: Galaxy8, Kimjeongeun, Moonjaein, Thaad,

and Trump, and the experiment was conducted over five

days. For the data processing speed experiment, 10,000 sen-

tences were used for each of the five key keywords. Thus,

the overall experimental data comprised approximately

50,000 sentences.

Herein, we analyze the accuracy of the analysis of unstruc-

tured data by machine learning using naïve Bayes by key-

word. The experiment was conducted to measure the

consistency between the classified data and the correct

answer set following the use of pattern analysis on the data

originally classified via machine learning. The accuracy for

keyword “Galaxy8” was the highest at 69.09%, and that for

keyword “Trump” was the lowest at 55.49%. The experi-

mental results are shown in Fig. 3, and the accuracy was

derived in accordance with (2), where Nummat represents the

number of data points that match the correct answer set and

Num
def the number of data points classified as definite data.

Accuracy of Analysis = . (2)

Experiments to determine the accuracy of unstructured

data handling via NLP were performed and the results are

analyzed. The aim of this experiment was to measure the

consistency between the classified data and the set of correct

answers when pattern analysis was performed on the data

classified using the general NLP, not involving machine

learning. The accuracy was for keyword “Galaxy8” was the

highest at 80.00%, and that of keyword “Thaad” was

64.25%. The accuracy was derived in accordance with (2).

Fig. 4 shows the accuracy of pattern analysis by machine

learning for each keyword, while Fig. 5 shows that by NLP.

In the pattern analysis method by machine learning using the

naïve Bayes algorithm, the accuracy of the “neutral” opinion

was the highest for each keyword, and the pattern analysis

method by NLP exhibited the highest accuracy for the “neg-

ative” opinion for each keyword.

Fig. 6 shows the results of the pattern analysis accuracy

tests. As shown, the accuracy in the pattern analysis test of

unstructured data by machine learning using naïve Bayes is

Nummat

Numdef
------------------ 100×

Fig. 2. Distributed processing system for experiment.

Table 1. Environment of the target search experiment

Item Environment

Experimental data

Pattern Analysis: 1,000 pieces of Twitter sentences for

five major keywords (total 5,000 sentences)

Data Processing Speed: 10,000 pieces of tweet sen-

tences for five major keywords (total 50,000 sentences)

Keywords
Galaxy8, Kimjeongeun, Moonjaein, Thaad, Trump

(Korean language)

Experimental date Dec 17, 2018–Dec 24, 2018 Fig. 3. Accuracy of pattern analysis for each keyword.
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63.50%, which is higher than the expected value of 60%.

Meanwhile, that by NLP is 72.28%, which is higher than the

expected value of 60%.

Therefore, it is clear that the accuracy of pattern analysis

by machine learning using naïve Bayes (63.50%) is lower

than that by NLP (72.28%). However, the performance of

the pattern analysis by the machine learning method using

naïve Bayes is excellent in terms of the data processing

speed, as will be described in the next section.

Herein, we analyze the speed of pattern analysis by

machine learning using naïve Bayes and NLP by keyword.

The aim of this experiment was to measure the processing

speed when pattern analysis was performed using the pro-

posed machine learning or NLP methods. For the data pro-

cessing speed experiment, 10,000 sentences were used for

each of the five key keywords. Thus, the overall experimen-

tal data comprised approximately 50,000 sentences. The

experimental results are shown in Fig. 8, and the speed was

assessed in accordance with the (3), where Numproc rep-

resents the number of processed data points and Timeanalysis

the data-analysis time frame in seconds. 

Speed of analysis = . (3)

Fig. 7 shows the experimental results for the speed of pat-

tern analysis for unstructured data. The proposed machine

learning pattern analysis method handles 2394.96 cases per

second, which is higher than the expected 1000 cases per

second; the NLP method handles 439.85 cases per second,

which is higher than the expected 300 cases per second.

It is clear that the accuracy of pattern analysis by machine

learning using naïve Bayes is lower than that by NLP; how-

ever, it is superior to pattern analysis by NLP in terms of

data processing speed. 

Additionally, the machine learning method using naïve

Bayes is less accurate than NLP, but the processing speed is

significantly better.

The reasons can be explained as follows. In the NLP

method, a large amount of processing time is required

because a database in which positive, negative, and neutral

data are stored must be accessed every time to determine the

positive, negative, and neutral of each word separated

through morphological analysis. On the contrary, in the

machine learning method using Naïve Bayes, because a

modeler composed of learned data is constructed and senti-

ment judgment is immediately made by the modeler, the pro-

Numproc

Timeanalysis
----------------------------

Fig. 4. Accuracy of pattern analysis (machine Learning using naïve Bayes)

for each keyword.

Fig. 5. Accuracy of pattern analysis (NLP) for each keyword.

Fig. 6. Accuracy of pattern analysis.

Fig. 7. Pattern analysis speed for unstructured data.
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cessing time is relatively fast.

Therefore, we can conclude that the machine learning

method by the naïve Bayes algorithm demonstrates better

processing capacity in terms of processing speed than the

NLP method. Furthermore, it is clear that pattern analysis by

the machine learning method using naïve Bayes is more effi-

cient in big data processing environment that processes large

amount of data quickly.

V. CONCLUSIONS

In this study, we proposed and implemented a system that

could extract human sentiment information from vast

amounts of SNS unstructured big data using the naïve Bayes

algorithm and NLP.

To evaluate the performance of pattern analysis in the pro-

posed system, several experiments were conducted.

Concerning the accuracy experiment, the accuracy of the

pattern analysis showed different results depending on the

analysis method. The accuracy of pattern analysis by

machine learning was 63.50%, and that by NLP was 72.28%

on average.

The accuracy of pattern analysis by machine learning

using naïve Bayes was lower than that by NLP. However,

based on the data processing speed experiment, the speed of

pattern analysis by machine learning using naïve Bayes was

approximately 5.45 times faster than that by NLP.

Therefore, the pattern analysis method by machine learn-

ing using naïve Bayes was less accurate than that by NLP;

however, it may be advantageous in a big data processing

environment where a large amount of data must be processed

quickly.

The contribution of this study can be summarized as fol-

lows.

First, effective data pattern analysis methods that could

extract sentiment information such as positive, negative, and

neutral by analyzing patterns in unstructured SNS big data

were proposed. In particular, pattern analysis methods by

machine learning using naïve Bayes and natural language

processing were proposed.

Additionally, the effectiveness and efficiency of the two

methods were compared analyzed experimentally.

In our opinion, the results of this study are applicable for

the efficient processing of SNS big data and for obtaining

emotional information from SNS big data.
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