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1. INTRODUCTION   

Human motion analysis, behavior classification

and behavior recognition in video image sequence

have been part of the research hotspots in the field

of computer vision [1]. In computer vision, human

action recognition involves pattern recognition,

image processing, computer vision, artificial in-

telligence and other fields. It is commonly used in

human-computer interaction, action capture anal-

ysis, video monitoring and safety, environmental

control detection and prediction [2-3]. Human ac-

tion recognition is mainly affected by individual

differences, angle of view changes, camera move-

ment and illumination angle [4], it is still a chal-

lenging subject to accurately identify and analyze

human behavior in real scenes, so it is very im-

portant to develop a set of advanced action recog-

nition algorithm. Research on how to extract effec-

tive features from the video is essential to solve

the above problems and design more effective be-

havior recognition framework [5]. At present,

methods of human behavior recognition are mainly

divided into methods based on traditional behavior

recognition and the methods based on meaningful

learning.

The habitual action recognition method is main-

ly composed of two steps. The first step consists

of extracting the features of the video image; the

second step is used by the learning classifier to

classify the features. In the actual scene, different

behaviors have obvious differences in appearance

and movement mode, so it is difficult to discern

the appropriate features, and deep learning model

can learn by sample characteristics, which have the

advantage of better than customary action recog-
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nition method [6]. In recent years, with the huge

success of profound learning method in image

classification and target detection, people begin to

use deep learning method in video behavior

recognition.

Convolutional neural network (CNN) is a deep

network model, which can learn features from the

original data [7]. Research shows that their method

achieves superior performance in visual target rec-

ognition task. CNN is mainly primarily in the clas-

sification and detection of two-dimensional images.

It mainly decomposes video frame into multiple still

images and uses the CNN network model to identi-

fy the actions of a single video frame. However,

this method ignores the action information in the

continuous frame video image. In order to effec-

tively learn the space-time characteristics in video

sequence, a 3D CNN network model has been pro-

posed [8-9]. By replacing the 2D convolution kernel

with 3D convolution kernel for the convolution op-

eration, spatial information and time information

can be obtained at the same time. The network

model generates multiple information channels

from continuous multi-frame video images, con-

volves them on each channel, understands them,

and finally merges the information of all channels

to obtain time-space feature. In addition, an auxil-

iary feature is introduced to the 3D CNN network,

and a normalized 3D CNN model is proposed. By

combining the output of some different frame-

works, the performance of the 3D CNN model is

further improved.

2. HUMAN ACTION RECOGNITION BASED 

ON 3D CNN

Traditional video frame image processing main-

ly uses 2D convolution for feature extraction. Then,

when the behavior is recorded, there is a certain

regularity between successive frames of human

motion. Therefore, 2D convolution cannot extract

features according to this feature. In order to effec-

tively synthesize motion information, 3D con-

volution is proposed [10]. The biggest feature of

3D convolution is the ability to extract features be-

tween successive video frame data cubes, which

capture feature information in both time and space

dimensions, and the operation processes multiple

frames at once. Therefore, the 3D convolution layer

and the pooling 3D layer are used to speed up proc-

essing while processing the timing.

2.1 3D convolution layer

The 3D convolution process is a process of su-

perimposing successive video frame images into a

cube and then convoluted with a 3D convolution

kernel cube. Since each map finally generated by

the operation is obtained by convolution of a plu-

rality of adjacent continuous video frames of the

previous layer, the effect of motion information

capture can be increased. The 3D convolutional

layer and the pooling 3D layer appear in three di-

mensions to form a 3D convolutional network. Fig.

1 shows the process of 2D convolution and 3D

convolution.

3D convolution is a data set formed by super-

imposing a plurality of consecutive frames through

a three-dimensional convolution kernel. A plurality

of consecutive frames sequentially pass through a

convolution layer, and each feature map in the con-

volution layer is adjacent to multiple layers of the

upper layer. Continuous frames are connected to

obtain certain motion information [11], which can

be expressed as:


  tanh



  

 


  

  


  

  


 （   

（       ）
(1)

Among them, 
 represents the result value of

the j-th feature pixel  of the i-th layer,

tanh(·) is a hyperbolic tangent function,  is the

deviation of the j-th feature map of the i-th layer

convolutional layer, m is the number of feature

maps of the  -th layer, , , and  are the

spatial and temporal dimensions of the i-th layer

3D convolution kernel, 
 is the convolution ker-
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nel weight of the m-th feature map connection of

the previous layer.

2.2 3D pooling layer 

After the video sequence passes through the 3D

convolutional layer, a large number of image in-

formation features are acquired, so that the amount

of data to be processed is greatly increased, and

corresponding redundant data is generated accord-

ingly, so the data needs to be down sampled [12].

Compared with the pooling 2D layer, the pooling

3D layer can simultaneously down sample data in

both time and space dimensions, greatly reduce the

size of feature maps, reduce redundant information,

and reduce the connection between data, avoiding

overfitting. Finally, to increase the classification

accuracy. Similar to the pooling 2D layer, the com-

monly used 3D pooling layer sampling methods in-

clude maximum pooling, average pooling, and ran-

dom pooling. The three-dimensional maximum

pooling formula is as shown in equation (2):

 
max

 ≤ ≤   ≤  ≤   ≤ ≤ 
×××

(2)

In the formula, the input vector of the pooling

3D layer is u, the output of the pooling process is

v, and the sampling steps of the three directions

are s, t, and r.

2.3 The deficiency of classical 3D CNN

When existing 3D CNN is convoluted in time,

the 3D convolution kernel is used to convolute the

continuous frame image cube in the form of a slid-

ing window [13]. However, due to changes in pe-

destrian attitude, motion, and position, convolution

at the same position is not appropriate, and when

the 3D convolution kernel is convoluted on the tim-

ing, only the temporal characteristics of three con-

secutive frames can be extracted at a time, which

is not very good to get sports information.

In order to improve the motion information, en-

rich the motion features and enhance the robust-

ness of single feature representation, a behavior

recognition method based on feature fusion of 3D

convolutional neural network is proposed. In other

words, based on the VGG16 network model, the

pre-acquired optical flow images are sent for

learning, and then the time-domain features are

acquired. Finally, time-domain features are fused

with the features extracted by 3D convolutional

neural network for feature fusion, and the behavior

classification is carried out by SVM classifier. Fig.

2 is active recognition structure based on feature

fusion of 3D CNN:

3. TIME DOMAIN FEATURE EXTRACTION

In order to extract better time domain features,

the model design of convolutional neural network

is particularly critical. This paper is based on

VGG16 network model [14], which was published

in 2014. The network shows that stacking multiple

layers is a key factor in improving computer vision

(a) (b)
Fig. 1. 2D convolution(a) and 3D convolution(b).
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performance. The network features smaller size of

the convolution kernel, smaller design of con-

volution step, smaller lower sampling window and

deeper network structure. It is mainly composed

of small 3×3 convolution operations and 2×2 pool-

ing operation. In order to preserve the spatial reso-

lution, edge processing is carried out in each con-

volution layer, that is, the size of the image is not

changed during the convolution processing.

The advantage of VGG network is that stacking

multiple small convolution kernels without using

pooling operation can increase the representation

depth of the network and limit the number of pa-

rameters at the same time. First, it combines three

non-linear functions to make the decision function

more perceptive and representational. Second, the

parameters were reduced by 81%, while the re-

ceptive field remained unchanged. In addition, the

effectiveness of different convolution kernels is

improved.

The Fig. 3 is time domain convolutional neural

network, it can be seen that the network model

consist of 13 convolution layers, 5 pooling layers,

15 active layers, 3 fully connected layers, and 1

softmax layer. The size of the convolution kernel

is 3×3, the sliding step of the convolution kernel

is 1×1, and the edge processing is performed. The

size of the sampling window of the pooling layer

is 2×2. The Table 1 shows the output data size of

data after processing in each network layer:

4. FEATURE FUSION AND FEATURE 

CLASSIFICATION

The fusion method is mainly divided into two

aspects: feature fusion and result fusion.The meth-

ods of feature fusion are serial feature fusion,

weighted feature fusion, and serial feature fusion

or weighted feature fusion based on a series of fea-

ture correlation coefficients derived from the two

fusion methods. Serial features fusion method en-

hances the robustness of single feature representa-

tion and achieves good recognition effect in the

field of behavior recognition. At the same time, it

has the advantages of simple fusion and simple

calculation. However, serial feature fusion will in-

crease feature dimension, which may lead to a

large error in learning results.

In this experiment, we successively adopted se-

rial feature fusion and weighted feature fusion.

Fig. 2. Action recognition structure based on feature fusion of 3D CNN.

Fig. 3. Time domain convolution neural network.
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(1) Serial feature fusion the method of serial fea-

ture fusion is to combine two sets of features in

the sample space directly into a new feature vector,

and then extract and compress the synthesized

feature vector.

Suppose trainX and trainY are two different

groups of characteristics, and the feature size of

trainX is  ×, represented by ×
; and

the feature size of trainY is ×, represented by

×
. The combined feature

    and requirements

  . The combined feature size is

× . In the experiment, the obtained 3D

convolution feature size is 147926×4096 and the

time-domain feature size is 147926×4096, so the

feature size after direct serial feature fusion is

147926×8192.

(2) Weighted feature fusion weighted feature fu-

sion method is to set different weights for the two

groups of features in the sample space according

to the proportion of feature participation, and then

merge the features.

Suppose trainX and rainY are two different

groups of characteristics, and the feature size of

trainX is  ×, represented by ×
; and

the feature size of trainY is ×, represented by

×
. The weights of the two groups of fea-

tures are , . Requirements   ,

  , and the combined feature

  ×× . The com-

bined feature size is ×. In the experiment, the

obtained 3D convolution feature size is 147926×

4096 and the time-domain feature size is 147926×

4096, so directly weighted feature fusion feature

size is 147926×4096.

In this experiment, two weight value settings

are used: the first weight setting consideration is:

C3D network feature extracts one feature for every

16 consecutive video images, and the VGG network

feature extracts one feature for each successive 10

optical image, so Equation (1) get (2):

Table 1. Network layer output data size

The network

layer

Output

data size

Number of

filters

The network

layer
Output data size

Number of

filters

data ××

conv1_1+relu1_1 ×× 64 conv1_2+relu1_2 ×× 64

pool1

conv2_1+relu2_1 ×× 128 Conv2_2+relu2_2 ×× 128

pool2 ××

conv3_1+relu3_1 ×× 256 Conv3_2+relu3_2 ×× 256

conv3_3+relu3_3 ×× 256

pool3 ××

conv4_1+relu4_1 ×× 512 Conv4_2+relu4_2 ×× 512

conv4_3+relu4_3 ×× 512

pool4 ××

conv5_1+relu5_1 ×× conv5_2+relu5_2 ×× 512

conv5_3+relu5_3 ××

pool5 ××

fc6+relu6 ×× 4096 fc7+relu7 ×× 4096

fc8 ×× 101

loss ××
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









   






 (3)

  

  
(4)

so   ×× .

The second weight setting consideration is to

calculate the C3D feature and the average of the

vector modes in the VGG network feature.

 ≈

 ≈
(5)

so   ×× .

In this paper, SVM is adopted to classify the fu-

sion features generated by each model. The UCF

101 data set contains 101 types of behaviors. Each

type of behavior was performed by 25 different

groups of people, and everyone has multiple video.

Taking the first seven groups of each type of be-

havior as test samples, the last 18 groups were

used as another test sample.

The test data are sent into the trained SVM

classifier. Each classifier classifies and identifies

the test data, It is considered to belong to the cat-

egory that is classified into the most time. Finally,

compared with the labels marked in advance, if the

categories are consistent, the classification is con-

sidered to be correct.

 ×

 
× (6)

5. EXPERIMENT AND RESULTS

5.1 Image cropping of time domain feature extraction

Studies have shown that random cropping and

horizontal flipping are very effective in preventing

overfitting. Therefore, in the process of data learn-

ing and training of convolutional neural networks,

an effective image enhancement technology is de-

signed for network learning:

As showed in Fig. 4, an image is cropped into

five images of size, and the image cropping is de-

fined as the upper left image, the upper right image,

the lower left image, and the lower right image.

The image of the green border in the figure repre-

sents the image obtained by cropping in the upper

left corner of the original image; the image of the

blue border in the figure represents the image ob-

tained by cropping in the upper right corner of the

original image; the image of the red border in the

figure indicates the cropping in the lower left cor-

ner of the original image. The image obtained af-

terwards; the image of the purple border in the fig-

ure represents the image obtained by cropping in

the lower right corner of the original image; the

image of the yellow border in the figure represents

the image obtained by cropping in the center of the

Fig. 4. Image cropping strategy.
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original image.

5.2 The training process

Database preprocessing: in the time domain of

convolutional neural network model learning, we

need to obtain the optical flow image of video con-

tinuous frame in advance. Each optical flow image

is composed of X vector image and Y vector image,

and the optical flow image is shown in Fig. 4. The

data layer sends 10 consecutive optical stream im-

ages at a time, that is, the image channel is 20.

After random clipping, the data size is 224×224×20.

Data set: the purpose of training the network

model is to extract time-domain features for fusion

with C3D network model features. Therefore, the

same data set as 3D CNN is adopted to divide

UCF101 data set into a training data set and a test

data set.

Pre-training model: when the training data set

is small, pre-training has been proved to be effec-

tive in network initialization. Therefore, the net-

work model obtained from ImageNet data set

training is adopted for network initialization.

Network training: during the network training,

the data size will change correspondingly accord-

ing to the characteristics of different network

layers. The edge-adding processing in the con-

volution layer will not change the size of the image,

but the number of filters in each convolution layer

will change, so the number of channels in the im-

age will change with the number of filters. In the

pooling layer, the purpose is to sample the image

features, so the number of image channels will not

change, and the size of image features will be

halved.

5.3 Experimental result

In order to verify the effectiveness of this algo-

rithm, a large number of comparative experiments

were made on the published UCF101 database.

Most of the samples of the UCF101 database are

collected in movie clips, network resources or video

surveillance. The resulting 101 behaviors are very

close to the natural scene. And the experiment is

run in MATLAB 2010b implementation.

The method of 3D CNN, Vgg16, feature fusion

based on UCF101 database identification perform-

ance comparison shown in Table 2. The accuracy

of feature fusion is greatly improved compared

with 3D convolution network. The weight setting

strategy has the highest accuracy of weighted fea-

ture fusion. The serial feature fusion has a slightly

higher accuracy than the weighted feature fusion

of the first weight setting strategy. However, be-

cause the feature dimension is doubled after serial-

ization, the feature size is increased, so it takes

more time to run.

Table 2. Four feature recognition results

3D CNN[15] Dimension
Accuracy
[%]

Two-stream CNN[15] 4096 57.4

P-CNN[16] 4096 58.0

Spatio-temporal CNN[17] 4096 65.4

Vgg16[18] 4096 79.2

 4096 68.6

 8192 82.2

 4096 82.4Fig. 5. Optical flow image.
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6. CONCLUSION

Although there has been a lot of research and

progress in video behavior recognition, due to cam-

era motion, partial occlusion, complex background

and large intra-class differences, video behavior

recognition in real scenes still exists. More prob-

lems need to be solved and improved. Future re-

search on behavior recognition methods can be

carried out in the following aspects:

1) The 3D convolutional neural network based

on motion trajectory now has a low trajectory ex-

traction on the first 3D convolutional layer, result-

ing in a lower final recognition accuracy. In the fu-

ture, it is hoped that improvements can be made

on this basis. The 3D convolution layer is proc-

essed to improve accuracy.

2) Traditional artificial features are usually de-

signed based on human prior knowledge and lack

certain generalization capabilities. In addition, un-

derlying artificial features are directly used for be-

havior recognition, and there are problems of in-

sufficient semantic gap and discriminative ability.

In recent years, although the deep learning-based

behavior recognition method has made some prog-

ress, most methods still cannot fully learn the

space-time characteristics in video. The advan-

tages and disadvantages of the above two methods

can be fully considered, and a new behavior recog-

nition architecture is constructed.

3) At present, most of the behavior recognition

methods based on deep learning methods ignore

the inherent differences between video time domain

and airspace. Therefore, designing a more effective

deep learning network structure to better learn the

space-time information in video behavior is also

a research direction in the future.
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