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Abstract

With increasing criminal rates and number of CCTVs, much attention has been paid to intelligent surveillance system on the 
horizon. Object detection and tracking algorithms have been developed to reduce false alarms and accurately help security agents 
immediately response to undesirable changes in video clips such as crimes and accidents. Many studies have proposed a variety of 
algorithms to improve accuracy of detecting and tracking objects outside tunnels. The proposed methods might not work well in a 
tunnel because of low illuminance significantly susceptible to tail and warning lights of driving vehicles. The detection performance 
has rarely been tested against the tunnel environment. This study investigated a feasibility of object detection and tracking in an 
actual tunnel environment by utilizing YOLOv3 and Kernelized Correlation Filter. We tested 40 actual video clips to differentiate 
pedestrians and motorcycles to evaluate the performance of our algorithm. The experimental results showed significant difference in 
detection between pedestrians and motorcycles without false positive rates. Our findings are expected to provide a stepping stone 
of developing efficient detection algorithms suitable for tunnel environment and encouraging other researchers to glean reliable 
tracking data for smarter and safer City.
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I. Introduction

Smart City has been emerged as an alternative solution 
to address the recently raised issues (e.g., aging infra-
structure, society, and increasing criminal rates) caused by 
exponential growth of urbanization and population[1]. Due 
to the all-connected ICT concept in Smart City, much at-
tention has been given to increasing safety level of surveil-
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lance systems for sustainable Smart City. For the en-
hanced safety level, it is indispensable to instantly give 
warnings to security agents in charge of the surveillance 
system when accidents or crimes occur. Characteristics of 
extensive camera system and real-time algorithms for 
processing video data reflecting real-world settings should 
be considered when developing the selective warning 
system.

Many studies have been conducted to propose essential 
algorithms for the real-time surveillance system [2-9]. 
Xiong et al. [2] proposed a recognition algorithm of differ-
ent appearances of the same person under dynamic 
circumstances. They applied a multiple deep metric learn-
ing method with modified Softmax regression models, 
which can calculate probabilities of differences in appear-
ances of the same person. Sharif et al. [3] addressed issues 
in selecting robust features for recognizing human actions 
with an innovative method utilizing multi-class correlation 
and Euclidean distance techniques. Big data framework and 
camera network system suitable for video surveillance sys-
tem were proposed by Subudhi et al. [4] and Lee and Kim 
[6] for the purpose of efficiently storing, retrieving, proc-
essing, and analyzing gigantic data coming from real-world 
security environment. Auto-tracking algorithms using mul-
tiple cameras have also been proposed to reflect character-
istics of real-world surveillance system [5, 10-14].

However, the previous studies have heavily focused on 
recognizing and classifying multiple objects in normal sit-
uations on the road or public space. In other words, al-
though a lot of studies have been conducted to propose the 
real-time warning systems, it remains to be seen how re-
searchers and developers address challenging points when 
recognizing, tracking, and re-identifying specific objects 
under harsh real world situations. In order to develop in-
telligent surveillance system covering the whole range of 
the city, detecting and tracking vehicles and pedestrians in 
tunnels should be performed while minimizing false pos-
itive rates or losing object trajectories. Few trials have been 

made to develop object detection and tracking techniques 
in the real-world tunnel environments. In the future Smart 
City, considering specific characteristics of core sensing 
technologies in autonomous vehicles, unexpected accident 
rates might be higher in tunnel environments than in nor-
mal driving condition (except for snowy road condition). 
This study is novel in that we proposed a method to clearly 
reduce false-positive rates between motorcycles and pedes-
trians in tunnel environments. High false positive rates in 
the tunnels are heavily attributed to contamination effects 
from sudden changes in intensity of illumination caused by 
headlights reflected on the wall (or on the road) and light 
intensity distributions of tunnel lamps.

To put it simply, this study was aimed at developing an 
improved technique to detect pedestrians in a tunnel envi-
ronment at higher accuracy compared to existing methods, 
e.g., using YOLO to detect a pedestrian, which falsely de-
tects a motorcycle as a pedestrian sometimes.

II. Methods

Figure 1 illustrates our algorithm. This algorithm in-
cludes four major steps, detecting objects, tracking objects, 
calculating object trajectory smoothness, and finally classi-
fying objects into a pedestrian or motorcycle.

In this paper, we proposed a method of detecting a pe-
destrian, which combines deep-learning based detection 
mechanism and object tracking. We employed YOLO 
v3[15] as a detection mechanism. YOLO is a very popular 
deep-learning algorithm which performs both detection 
(locating an object) and classification concurrently. In the 
network architecture of YOLOv3, input layer of the net-
work is image frame and the outputs are prediction feature 
map which contains the attributes of a bounding box. 

Entire image is divided into grid of cell, and bounding 
boxes cells can predict are generated.
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Fig. 1. Algorithm flow chart

Attributes of bounding box include bounding rectangle co-
ordinators, objectness score, and classes score. Once a pe-
destrian object is detected by YOLOv3, the proposed 
mechanism starts tracking the object in the next frames to 
determine whether it is a pedestrian or a motorcycle ridden 
by a human. Let the nth frame be a frame that an object 
is detected. A bounding box is defined such that its area 

contains the object with minimal background. 
We trained YOLOv3 model to detect humans only. 

Humans include pedestrians, human riding motorcycles and 
human riding bicycles. The dataset included over 50,000 
images, which were extracted from COCO dataset and 
some of which were manually labeled to enhance the de-
tection rate in tunnels.

In the (n+1)th frame, the same object was detected using 
YOLOv3. An object detected in the (n+1)th frame was de-
fined the same as the original object if its bounding box 
was overlapped with the original object and the color histo-
gram of the bounding box matched that of the original 
object. Figure 2 illustrates the overlapping the bounding 
boxes of the same object in two consecutive frames. In 
Figure 2b, the red bounding box in the center is the bound-
ing box of a human in (n+1)th frame while the green bound-
ing box in the center in Figure 2a is the bounding box of 
that human in the nth frame. These two bounding boxes 
were more than 90% overlapped. Two bounding boxes  


  and 
  in the two consecutive frames were defined 

to belong to the same object if they meet following con-
ditions:

S
∩

     
 (1)

S
 ∩

     
  (2)

d
 

    (3)

Fig. 2. bounding box overlapped tracking, a (the nth frame) and b (the (n+1)th frame)
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where
S is the area of a bounding box,


  and  
  are the color histograms of sub images 

inside bounding boxes,
d

 
   is the cross correlation of two histograms, 

and   and  are tuning thresholds, which are determined 
through experiment.

The cross correlation (delta) of two histograms was cal-
culated by using below equation:

 
∑ 

∑ 


∑  
 (4)

where 

  
 ∑  (5)

If the same object was not detected in the (n+1)th frame, 
i.e., the object was lost, the object was searched in the 
(n+1)th frame using a tracking algorithm. In this work, we 
used the KCF (Kernelized Correlation Filters) algorithm 

[16] as a tracking algorithm. In other words, we used 
YOLOv3 to detect pedestrians in every frame using object 
matching algorithms to match the objects in two consec-
utive frames. We also used three equation (1), (2), (3) to 
determine whether objects in two consecutive frames are 
matched or not. If one object is found in the current frame 
but its matched object is not found in the next frame, it 
means that YOLOv3 cannot detect this object in the next 
frame. In this case, we utilized the KCF algorithm to re-
discover the object. If KCF cannot find the object in the 
next frame, the object will be considered as a disappeared 
one.

Figure 3 illustrates how to use KCF to predict the loca-
tion of the object in the next frame. The highest correlation 
score in the confidence map will be estimated as the cent-
roid of the object in the next frame. 

In the next step, we calculated the object’s trajectory to 
determine whether it was a pedestrian or a motorcycle rid-
den by a human. An object’s trajectory was defined as 
{c(0), c(1), …, c(L)} whether c(i) is the center of the ob-
ject’s bounding box in the i th frame. KCF can predict the 
bounding box as well as centroid c(i) of an object in next 
frame if we know the object bounding box in the current 

Fig. 3. Kernelized Correlation Filters



1270 방송공학회논문지 제24권 제7호, 2019년 12월 (JBE Vol. 24, No. 7, December 2019)

frame. Next, we defined two distances,  and , as 

follows:

 = ∑  
  (6)

 =   (7)

and next we define deviation, Dev, as follows:

Dev = dTotal /dReal (8)

Finally, we defined a criterion to determine whether an 
object was a pedestrian or a motorcycle as follows:

Object was a pedestrian if

 ≥  (9)

Where  is threshold that was determined by analyzing 
real trajectories obtained from actual video footages. The 
meaning of this criterion is self-explanatory since a pedes-
trian’s trajectory is not as smooth as that of a motorcycle 
as shown in Figure 4. The algorithm was aimed to detect 
pedestrians in tunnels. We used YOLOv3 algorithm to de-
tect pedestrians, but the YOLOv3 only uses shape in-
formation to detect objects. This causes many objects 
which have very similar shapes as pedestrians such as hu-

man riding motorcycles or bicycles to be falsely detected. 
To reduce the number of false detection rates, we devel-
oped a classification algorithm based on object trajectory 
smoothness. In order to execute the comparative analyses, 
we used Intel Core -i7 PC and NVIDIA graphic card RTX 
2080. The proposed algorithm can apply to tunnel or high-
way environment, but currently this algorithm only works 
for the straight way. In case of curved ways, we have to 
estimate other equations to measure the smoothness of the 
object trajectory.

Ⅲ. Results

We used 40 videos to evaluate our algorithm, including 
20 videos containing pedestrians and the other 20 videos 
containing motorcycles. The duration of each video is 
about one minute. We analyzed history of objects for 5 sec-
onds to measure the smoothness of the object trajectory. 
To put it simply, the runtime of the proposed algorithm 
took 5 seconds in identifying whether the objects are pe-
destrians or motorcycles since the algorithm was based on 
the tracking information of objects during 5 seconds.

Experiment results have shown that pedestrians and mo-
torcycles can be distinguished effectively by comparing 
smoothness of their movement trajectories. For a motor-
cycle Dev is close to 1 but for a pedestrian Dev is much 

Fig. 4. Trajectories of Pedestrian and Motorcycle
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greater than 1. Figure 5 shows some examples of our ex-
periment and Figure 6 is an illustration of experimental 
summary. The graph in Figure 6 shows that, for pedestrian 

Dev is always greater than 1.1 but for motorcycle Dev is 
almost equal 1.

Fig. 5. Experiment Results: sample videos
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To identify statistical reliability of our results, Wilcox- 
on’s Matched-Pairs Signed-Ranks test was used to statisti-
cally compare the detection performance between pedes-
trians and motorcycles because normality assumption was 
not tenable (p < .001). The analysis showed significantly 
lowered Dev in motorcycle detection compared to that in 
pedestrian detection (Z =−3.920, p < 0. 001, r = 0.876), 
indicating large effect size (Cohen (1988) criteria of .1 = 
small, .3 = medium, .5=large). 

The experiment results showed that the proposed algo-
rithm can classify pedestrian and motorcycle at 100% suc-
cess rate. In fact, motorcycles or bicycles are rarely moving 
following zigzag trajectory because they move at higher 
speeds. The trajectory of a motorcycle or bicycle usually 
is a line or curve. In contrast, the trajectory of a pedestrian 
looks similar to zigzag, so that the deviation of a pedestrian 
is higher than that of a motorcycle or bicycle. In perform-
ance test, we executed our experiment using intel i7 ma-
chine with windows 10 and NVIDIA RTX2080. Our sys-

tem could process 60 frame per second on average. The 
experiment also record that proposed algorithms require 
minimum 1.8G CPU RAM and 2.5 GPU RAM. 

Ⅳ. Discussion and Conclusion

In this study, we proposed a combined model to detect 
and track pedestrians accurately in a tunnel environment 
using YOLOv3, Kernelized Correlation Filter, and empiri-
cal rule bases in the real-world settings. Our study has sig-
nificant points in terms of considerably reducing errors in 
detecting pedestrians in a tunnel environment where deep 
learning algorithms very famous for object detection, such 
as YOLOv3 and SSD often falsely detect motorcycles and 
bicycles as pedestrians.

Recently, many studies have proposed real-time tracking 
algorithms and advanced optical flow descriptors to track 
magnitude changes in pixels between each frame of a spe-

Fig. 6. Experimental summary
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cific video clip. Padmalatha et al. [9] investigated a possi-
bility to detect violent behaviors in real time using an re-
vised Violent Flow Descriptor in which AdaBoost algo-
rithm was used to improve classification of contributing 
features and detection accuracy. Hasan et al. [17] extracted 
the conventional spatio-temporal local features and tried to 
detect anomaly events by learning a fully connected au-
toencoder, but the proposed model could predict regular 
patterns with limited supervision circumstances. The pre-
vious studies tested their proposed models only in detecting 
moments of changes in optical flows characterizing violent 
behaviors mainly happened in public space. Under the ac-
tual surveillance environment, accidents, fires or crimes 
have been frequently occurred in tunnel environment and 
intelligent surveillance system suitable for tunnel environ-
ment to ensure golden time should be developed. Although 
the methods we proposed did not include all of the techni-
cal components for the real time surveillance system in the 
tunnels, our study is meaningful in that we provided a step-
ping stone to the future studies for obtaining reliable track 
data and developing optical flow descriptors for tunnel 
environments. As a matter of fact, in Republic of Korea, 
there are 2566 tunnels (1896 km) throughout the nation 
[18]. Thus, further studies are encouraged to examine feasi-
bility of detecting optical flows of anomaly behaviors and 
accidents in tunnel environment for selective intelligent 
surveillance system to monitor harsh real world settings 
(e.g., dead zones or tunnels). 

It will be very helpful to aid security agents to respond 
quickly to the accidents or crimes, leading to reducing acci-
dental and criminal rates in Smart City environment. 
However, it should be noted that excessive specification of 
deep learning servers of intelligent CCTVs causing heavy 
computational load and time-consuming repetition process-
ing, and excessive price rise of the system should be avoid-
ed for the rapid extension of value chains in intelligent 
CCTV ecosystem. Even though it heavily depends on envi-
ronmental factors, appropriate technology rather than the 

cutting-edge technology may be more effective in accu-
rately detecting unexpected accidents or abnormal behav-
iors in some cases.
 Our study has a limitation of experiments in which com-
parative trials were not enough to fully validate the ex-
perimental results because we used actual video footages 
taken in a real-world tunnel environment. It is very difficult 
to glean video clips from real-world settings due to 
Personal Information Protection Act applied on CCTVs.
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