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Effective Video Compression with two Quantization Parameters 

Jinwuk Seoka)‡, Seunghyun Choa), and Jin Soo Choia)

Abstract

In this paper, we propose the novel methodology to improve the rate-distortion characteristics by the difference of the quantized 
DCT coefficients using two different quantized parameters in HEVC. Under the special condition of the quantization property in 
HEVC, we evaluate the binary difference of the quantized DCT coefficients derived from two different quantized parameters and 
compressed it with simple CABAC algorithm based on the characteristics of the binary difference. The experimental result shows 
that the proposed algorithm improves the compression performance of the rate-distortion property in comparison to the conventional 
HEVC compression method.
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Ⅰ. Introduction

The issue of the quantization for a DCT(Discrete Cosine 
Tangent)  coefficients in a video codec has been a tradi-
tional and crucial problem in video compression. In the 
HEVC (High Efficient Video Codec), as the newest ITU-T 
standard of video compression, 6 binary signal flags are 
employed to compressed the DCT coefficients more effec-

tively so as to solve the mentioned issue[1].  In spite of 
which all techniques for the issue of the quantization of 
the DCT coefficients in the video compression show im-
proved performance, it is still important to reduce the num-
ber of bits in the DCT coefficients describing the video 
without serious degradation of quality[2][3][4][5].

In the viewpoint of improving the coding efficiency in 
the context coding, we propose a novel coding technique 
about quantized DCT coefficients. In standard video codecs 
such as HEVC, for the purpose of obtaining the coding ef-
ficiency in DCT coefficients, it is necessary to code a dif-
ference between levels of quantized DCT coefficients de-
scribed by several level flags. As similarly, we propose the 
coding methodology based on the properties of the quanti-
zation in HEVC using two different quantization 
parameters.

If an original video is compressed under a specific quan-
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tization parameter, we derive new quantized DCT co-
efficients with another quantization parameter and evaluate 
the difference between two quantized coefficients. When 
we select an appropriate quantization parameter with re-
spect to the original quantization parameter, the difference 
of the quantized coefficients is generated to a binary form, 
which is easily coded by a compressing algorithm such as 
a simple CABAC(Context-Based Adaptive Binary Arith- 
metic Coding). 

As a result, it is possible to improve video quality with 
fewer bits in comparison to a conventional compressing 
technique. 

This paper is organized as follows. Section 2 discusses 
the fundamental property of the quantization parameters in 
HEVC. In Section 3, we present the methodology of the 
implementation based on our main idea. Section 4 provides 
the result of computer simulation. In Section 6, we con-
clude this paper.

Ⅱ. Fundamental Theory

1. Fundamental Property of quantization 

Suppose that an input image is defined as ∈ × , 
and a prediction image evaluated by a video codec is 

where the subscript  denotes a time index. Under this as-
sumption, we set a residual image   such that




 (1)

Therein, we define the DCT of the residual as following 
matrix form:


  

  (2)

Herein, we set the quantization as the function of the 
quantization parameter  and DCT such that
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(3)

where ∈R  is a scale factor for the DCT coefficients as 
the function of quantization parameter, ∈R  is the quan-
tization error at  such as  ≤, and the symbol 
 is the round symbol such as ∈Z for all ∈R  defined 
as follows[6][7]:

∀∈R   

∈Z (4)

Since  ≤, for convenience, we introduce a positive 
quantization error    such that ≤  . 

Subsequently, the quantization of the DCT coefficients is 
illustrated as follows:
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(5)

Considering the inverse quantization, we can find a 
Quantization error occurred as the proportion to the scale 
factor or the quantization parameters from the following 
equation.

∘  ․   











․   ․ ∈Z
(6)

2. Quantization Error and Estimation Model

As the equation (6) illustrates that, for improvement of 
video quality, we should use a smaller quantization 
parameter. However, since the smaller quantization param-
eter generates more bits in compression for the DCT co-
efficients, an efficient coding scheme for decreasing the 
bits to the DCT coefficients is required.
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In the sense of which an efficient coding is an encoding 
of a difference data between a standard signal and the other 
data, we set the quantized DCT coefficients by a general 
quantization parameter as standard data. In addition, we set 
the other quantized DCT coefficients as comparative data, 
by another quantization parameter. When we set a standard 
quantization parameter as  and we set the other to be , 
the quantized DCT parameters can be denoted abbreviately 
as ≜∈R n× n and ≜∈R n× n.

According to the HEVC standard, the relation of the 
scale factor  and the quantization parameter  is repre-
sented as follows [1]:

 ⋅



⋅mod (7)

where mod  is a modulo operation, and  is a proportional 
constant approximated to .

Generally, the quantization of DCT coefficients is de-
fined such that

  


≈



× ≫  (8)

where   is the constant value which is equal to 14, as 
defined in the HEVC standard ,  is an additional 5-bit shift 
considering the coding of DCT and the bit depth, which 
is also defined in the HEVC.

From (7) and (8), we can obtain the following approxi-
mated equation:



≈







 ․ ⌊⌋․ 

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⌊ ․ ⌊⌋․  ⌋≫  ⌊ ⌋ (9)

where  is a round factor defined in the HEVC standard.
Therefore, by (9), when there exists a difference of 6 be-

tween two quantization parameters , , the scale of DCT 
coefficients is twice difference such as

 for    (10)

However, practically, the DCT coefficients in video co-
dec are integer values, so that there exists the quantization 
error represented in (3)(5). For   , and    i.e. 
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

, suppose that ║║≥║║. Considering the 

quantization error, we can evaluate the error model such 
that
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(11)

Since  ≤, we can obtain

   (12)

Thereby, since ∈Z, the difference   is only 

equal to  (in case of positive. for negative, it is equal 
to ).

On the other hand, for ║║≤║║, as like (11), 
since the difference   is equal to 1,
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(13)

Consequently,

   (14)

,so that ∈. The detailed proof is provided 

in the appendix, which is shown as theorem Ⅵ.1.
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Ⅲ. Implementation of the proposed algorithm 

1. Coding Structure 

To provide two DCT coefficient sets under two different 
quantization parameter, we implement an operational func-
tion corresponding the DCT, quantization, inverse DCT 
and the inverse quantization. In addition, we make addi-
tional buffers for the reconstruction image, the CBF(Coded 
block flag) and the DCT coefficients. The concept sche-
matic of encoder is shown in the Fig 1.

In our implementation, we set the standard quantization 
parameter  is larger than the other quantization parameter  
so that the main result of compression such as the 
CU(Computational Unit) and PU (Prediction Unit) size is 
optimized to the standard quantization parameter. Conse- 
quently, the proposed algorithm does not provide the same 
encoding results in comparison 

to the coding result only with the . Moreover, when the 
absolute distortion value with the standard quantization pa-
rameter is less than those of the other quantization parame-
ter, we select the coding results of the standard quantiza-
tion parameter such as the quantized DCT coefficients, 

CBF, and the quantization parameter itself. Finally, when 
there is not any compressed data such as all zero CBF, we 
select the reference quantization parameter which is de-
rived from the quantization parameters in the neighbor 
CUs. As a result, the general rate-distortion property of the 
proposed algorithm follows that of the standard quantiza-
tion parameter .

2. Simple CABAC coding 

As illustrated in the theorem Ⅵ.1, since the difference 
between the quantized DCT coefficients has three state val-
ue such as -1, 0, 1, we divided the difference set to make 
a binary difference space. The one space includes 0 and 
1 data, and the other includes common 0 and -1 data. 
Consequently, it is possible to represent three state differ-
ence to be a two binary difference space, and we can em-
ploy an arithmetic binary coder to code the difference data 
on such spaces. In contrast to the other signals in the 
HEVC, the probability of which the value of data repre-
sents 0 or 1 is different from the other context models, so 
that we should set a simple model for arithmetic coding. 
Considering the distribution of the difference, since the dif-

Fig. 1. Encoder Structure for the proposed algorithm
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ference   is based on the DCT, the event of the 

   occurs more frequently as the  is small. There- 

fore, as the length of the code-word is relatively shorter, 
the probability of the event is similar to 0.5. Conversely, 
when those of the code-word is relatively longer, the prob-
ability approaches the 0.25. However, even though the 
length is relatively long, it is possible that there exists a 
lot of "1" in a unit code-word. Consequently, we set three 
probability models for the arithmetic coder. One is the sim-
ple model that the probability of "1" is initially 0.5, and 
it is updated by the number of "1" or "0" in a code-word 
as follows[7][8]:

  ∑∑

∑
(15)

, where ∈ is a random variable to represent the 

kth difference data in a TU(Transform Unit) of a unit 
CU(Computation Unit) for , and  is a positive 
integer value for the initial probability. Besides, it controls 
the rate of probability updating.

Another model is the complex model that the probability 
of "1" is defined as follows:

  ∑∑

∑∑
(16)

, where ∑  is the expectation sum for  in a unit 

code-word which is evaluated with the probability from the 
Theorem Ⅵ.1, and the   is the length of the code-word 
such as ≜∑∑. The other model is 
the complex model of which the probability is the same 
as that of the simple model.

To improve the coding efficiency and to avoid additional 
indication bits to the models, we set the criteria for the se-
lection of the probability model to the arithmetic coding 
with analysis of the DCT/Q about the quantization parame-
ter . When the length of the nonzero signal in the DCT/Q 

data for  is less than 5, we employ the simple model for 
the binary arithmetic coder. When the length of the non-
zero signal in the DCT/Q data for  is less than 5, we 

employ the simple model for the binary arithmetic coder. 
On the other hand, when the length is longer than 5, and 
the number of the larger than 2 signal for  is less than 6 
in a × unit TU, we set the complex model for coding, 
otherwise, we select the complex model with the proba-
bility of the simple model.

Ⅳ. Experimental Results 

We have implemented the proposed method using 
HEVC reference encoder HM 15. The test sequences used 
in the experiments are four HD1080P (1920x1080, 4:2:0, 
8bit) videos of 32 frames. For the simple probability model 
of the asthmatic coding, the parameter  is 1. For the com-

Fig. 2. Decoder Structure for the proposed algorithm
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plex model with simple probability, we set it as 12. In com-
plex model, the ∑  is 12, and the ∑  is 4, 
respectively. In addition, we set  to be 4 for the complex 
model.

Moreover, we use a rate-distortion optimization for the 
coding of the difference. For some CU’s, by the effect of 
the rate-distortion optimization in DCT/Q for each quanti-
zation parameters, it is possible that the rate-distortion cost 
of the  is less than that of the proposed algorithm. At 

those case, we select the result of DCT/Q for  as the best 
result, instead of the proposed method.

The experiments are achieved under the all-Intra encod-
ing configuration for 32 frames, and other encoding param-
eters, such as the size of CU or QuadTreeTU and others, 
are the same as the encoding parameters for the HEVC 
common test condition[9] with two modifications: AMP 
(Asymmetric Partition) is turned off and SAO(Sample 
Adaptive Offset) is selectively turned off. Since the pro-
posed method employs two quantization parameters, we 

expect that the edge filtering between units would be more 
effective, if processing units are coded by different quanti-
zation parameters. However, to confirm the validity of the 
proposed method without such filtering effects, we skip the 
SAO and AMP.

As mentioned above, we apply the proposed algorithm 
only to the I-frames and a luminance component. The ex-
perimental results show that the improvement of 
BD-rate(Bjøntegaard delta bit rate) averagely about 1.2% 
when we use constant QP.

However, as shown in the Table 1, some experimental 
results with constant quantization parameters represent the 
large difference to bitrates between the proposed method 
and the anchor. Since those large differences of bitrate 
can distort the experimental results, we achieve another 
experiment with rate control appropriate to the bitrate of 
the proposed method. The Table 2 shows that the im-
provement of BD-rate averagely about 0.0217% with sim-
ilar bitrates.

Sequence 
No.

Sequence 
Name

QP for 
I-Slice

Anchor Proposed

kbps Y psnr kbps Y psnr BD-rate Y

T01 Kimono

22 77866.56 41.0402 113148.9 43.4358

-0.7%
27 34748.64 37.9992 47482.86 39.2696

32 18898.08 35.6749 25269.0 36.7364

37 10306.56 33.2275 13476.72 34.2394

T02 Park run

22 24120.72 43.3276 32528.82 44.0069

-2.3%
27 13790.16 42.0175 17881.38 42.7912

32 8432.16 40.2343 10796.61 41.2938

37 5181.36 37.8772 6738.87 39.1499

T03 Cactus

22 66913.92 41.7943 92622.6 43.4186

-1.1%
27 36183.6 38.8595 50405.73 40.4918

32 19061.52 36.0117 26243.22 37.4569

37 9616.56 33.3189 13189.62 34.4811

T04 Basketball 
Drive

22 35863.68 41.6553 49961.07 42.9024

-0.6%
27 14378.88 39.6498 18785.31 40.2731

32 7529.52 38.0888 9243.36 38.6055

37 4250.16 36.2559 5048.34 36.7552

Average BD-rate -1.2%

Table 1. Experimental Results to 4 HD1080P Test Contents with Constant QP
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Ⅴ. Conclusion 

We propose the novel quantization scheme for video 
compression using two quantization parameters in this 
paper. Using the property of the scale factor depending on 
the quantization parameter, we provide an effective coding 
methodology by generating a binary difference of two 
quantized DCT coefficients. Experimental results represent 
that the proposed algorithm improves the rate-distortion 
property in comparison to the conventional HEVC video 
compression. Even though we employ a simple CABAC 
compression arisen from the characteristics of the proposed 
algorithm to compress the binary difference, there exist 
more techniques to encode the DCT coefficients more 
effectively. For instance, we suppose some technique using 
appropriate conventional HEVC signals for encoding the 
DCT coefficients to decrease the context bits. Moreover, 
it is possible to optimize the rate-distortion in the coding 
of the binary difference using artificial intelligence. In ad-

dition, we will apply the proposed algorithm to Inter 
frames and we will extend it to obtain more efficient cod-
ing performance, through the conventional signals for DCT 
compression.

Ⅵ. Appendix 

Herein, we provide the detailed theorem and the proof 
for the main analysis of the proposed method.

1. Propositions 

Theorem Ⅵ.1 Let   , i.e.   


. When  is 

even,  ∈, and  is odd,  

∈.

Proof. 
Let  ∙  where ≤ , then

Sequence 
No.

Sequence 
Name

Anchor Proposed

kbps Y psnr kbps Y psnr BD-rate Y

T01 Kimono

110123.8 43.4316 113148.9 43.4358

-0.087%
46587.54 39.1692 47482.86 39.2696

24985.84 36.6049 25269.0 36.7364

12806.56 34.1275 13476.72 34.2394

T02 Park run

31869.84 43.9721 32528.82 44.0069

-0.164%
16814.57 42.6053 17881.38 42.7912

10298.13 41.1087 10796.61 41.2938

6410.82 39.0172 6738.87 39.1499

T03 Cactus

96954.37 43.7943 92622.6 43.4186

-0.061%
52183.6 40.6124 50405.73 40.4918

24837.26 37.3617 26243.22 37.4569

14816.38 34.5121 13189.62 34.4811

T04 Basketball 
Drive

50162.25 43.0017 49961.07 42.9024

0.226%
14378.88 39.6498 18785.31 40.2731

8985.67 38.4291 9243.36 38.6055

4871.53 36.4306 5048.34 36.7552

Average BD-rate -0.0217%

Table 2. Experimental Results to 4 HD1080P Test Contents with Similar Bitrates
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



















⌊   ⌋. (17)

Thereby,






















 ≤




 


≤ 

(18)

For , by the same way, we can obtain



































⌊   ⌋(19)

Let   ∙. In (19), since  , 








 , we can obtain






















⌊  ⌋    

⌊   ⌋    

(20)

The equation (20) means that, if the  is odd number,  











 is  in spite of which value the remainder   

has.

•When  is odd value and  

,

























  . (21)

Therefore,

 
  (22)

When  is odd value and 

≤,












 












 . (23)

Therefore,

  
   (24)

When  is even value and  

,

























  (25)

Therefore,

 
  (26)

When  is even value and 

≤ 

























  , (27)

Therefore,

 
    (28)

■

Theorem Ⅵ.2 The fundamental equation of quantization 
parameter is defined as the equation (7) and (8), the quanti-
zation of DCT is approximated as follows:

   

≈








∙

⌊⌋∙

≫ ⌊⌋

⌊ ∙⌊⌋∙  ⌋≫ ⌊⌋
(29)

Proof. 
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   

≈

∙
⌊⌋∙


× ≫ 

 


∙

⌊⌋∙× ≫ 
 


∙∙×

⌊⌋≫ 
≈


∙

log




⌊⌋ ≫ ⌊⌋
 


∙

log





⌊⌋ ≫ ⌊⌋

 


∙

log




∙∙
⌊⌋ ≫ ⌊⌋

 


∙





∙∙

⌊⌋≫ ⌊⌋
 





∙ ∙

⌊⌋≫ ⌊⌋

(30)

■

2. Mathematical Formulation of Inverse 
Quantization

The inverse quantization is basically formulated by mul-
tiplication of the quantization step ∈R  to the quantized 
DCT coefficients as follows.

 ∙ (31)

However, since the quantization step is a real value, we 
have to change it as an integer value in encoding and de-
coding processes. To make an integer quantization step, we 
use it an integer scale variable and rewrite the equation 
such that:

  ∙∙
⌊⌋∙mod∙

∙

∙

⌊⌋∙mod∙∙
∙∙

⌊⌋∙mod
(32)

In the HEVC standard, the scale parameter, which is 

equal to , to the quantization, is added, and the value 
of inverse quantization is divided by  for the bit-depth 
of an input image and coding scale appropriate to the range 
of the DCT transformation. Moreover, since the division 
of , it is necessary to add the term which integrase 
the inverse quantized value by round calculation. As a re-
sult, the final formulation of inverse quantization can be 
written such that:



 ∙∙
⌊⌋∙ ≫ 

∙∙⌊⌋∙≫
(33)
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