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Nowadays, with progresses in robotic science, the design and implementation of a

mechanism for human–robot interaction with a low workload is inevitable. One

notable challenge in this field is the interaction between a single human and a

group of robots. Therefore, we propose a new comprehensive framework for sin-

gle‐human multiple‐robot remote interaction that can form an efficient intelligent

adaptive interaction (IAI). Our interaction system can thoroughly adapt itself to

changes in interaction context and user states. Some advantages of our devised

IAI framework are lower workload, higher level of situation awareness, and effi-

cient interaction. In this paper, we introduce a new IAI architecture as our com-

prehensive mechanism. In order to practically examine the architecture, we

implemented our proposed IAI to control a group of unmanned aerial vehicles

(UAVs) under different scenarios. The results show that our devised IAI frame-

work can effectively reduce human workload and the level of situation awareness,

and concurrently foster the mission completion percentage of the UAVs.
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1 | INTRODUCTION

Along with advances in robotics and artificial intelligence,
we are witnessing the omnipresence of robots in human
life. Robot autonomy is gradually improving, which indi-
cates we must interact with them as an intelligent entity.
Therefore, the design and development of an efficient
mechanism to facilitate the interaction between each human
user and multiple robots is a serious challenge [1].

In general, human–robot interaction (HRI) is divided
into two categories [2]:

1. Remote interaction: The human and the robot are not
collocated and are separated spatially or even tempo-
rally.

2. Proximate interaction: The human and the robot are col-
located.

In this paper, we consider remote interaction with robots
that is often referred to as supervisory control.

Note that HRI is not only limited to information/com-
mand exchange between humans and robots, and it has
other aspects such as situation awareness, user cognition
consistency, and identifying changes in interaction context.
User cognitive assistance and security must be considered
in HRI. For example, it is ideal to have an interaction
between human and robots that can provide a high level of
situation awareness and simultaneously demonstrate a low
level of cognition and perception load; this problem was
focused on in many studies [3,4]. Therefore, the complex-
ity of such an interaction is very high.
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Considering the more complex problem of single
human‐multiple robots interaction in a dynamic environ-
ment, an intelligent adaptive interaction (IAI) mechanism is
required to overcome the high complexity of such an inter-
action. IAI is an interface that dynamically adapts its con-
trol and display characteristics to react in real time to task,
user, system, and environment states [5]. Some definitions
and practices have been reported for intelligent adaptive
interfaces in [6] and [7].

Some of the interesting aspects of IAI have been
reported and elaborated in the literature. For example, an
intelligent adaptive interface that focused on situation
awareness was presented in [7]. A limited model‐based
context aware adaptive interface is developed in [1]. Fur-
ther, cognitive assistance adaptive interface for guidance of
multiple unmanned aerial vehicles (UAVs) has been intro-
duced by [8].

Our study shows that none of the reported research
studies have investigated IAI thoroughly. Therefore, we
decided to propose a comprehensive architecture for inter-
action between a single human and a group of robots that
provides all mentioned important aspects and has some
notable features as follows:

1. Adaptation to all interaction context changes including
the user states, interaction environment, goals, and the
tasks.

2. Providing a framework to deliver the right information
to human user at the right time.

3. Performing secure interaction with the lowest level of
user intervention.

4. Supporting users through cognitive assistance and sys-
tem behavior explanation.

5. Considering self-configuration and self-optimization
for the proposed architecture to update its knowledge
base over time.

6. Using ontology for modeling knowledge about con-
cepts and relationships between them in the interaction
environment.

7. Considering inter-relationship and collaboration of
robots in the interaction process.

8. Proposing a method to detect new concepts and rela-
tionships in the interaction context and modeling them
into the ontology.

9. Providing continuous/active authentication by user
modeling and dedicated security unit.

10. Considering the user forgetting model for delivering
information to his/her.

It must be noted that, to the best of our knowledge,
some of these features (features 5–9) have not been pre-
sented in any previous architectures. Further, our results for
some of these features were better than that provided by

available architectures. For example, none of the previous
works achieved secure interaction with the lowest level of
user intervention, as presented in our architecture. We inte-
grated all these features into a comprehensive architecture.

The rest of this paper is organized as follows: First, an
overview to related works has been provided, in Section 2.
In Section 3, the proposed architecture is elucidated and its
components and the roles are further explained. Section 4
deals with the modeling of the proposed architecture based
on the hierarchical timed colored petri net. The simulation
of the IAI unified framework using multi‐UAVs and the
relevant results are presented in Section 5. Finally, our con-
clusions are reported in Section 6.

2 | RELATED WORKS

In this section, more details of some popular architectures
and frameworks in the fields of context aware and IAI are
provided.

A general framework for context‐aware adaptive user
interface generation is proposed in [1]. This framework
covers some important issues of generating a context‐aware
adaptive interface such as modeling tasks, domains, users,
dialogs, and presentation. However, the focus of this study
is on a context modeling tool. Therefore, the remaining
issues in IAI and context‐aware user interface generation
such as self‐configuration, self‐optimization, user assis-
tance, user decision support, ability to explain system
behavior, and security, have been neglected in this frame-
work.

Some articles only focused on a single topic of intelli-
gent adaptive interfaces. For example, the intelligent situa-
tion awareness‐adaptive interface (ISAAI) [7] focuses on
user situation awareness. ISAAI monitors user situation
awareness only using eye‐gaze tracking, and it guides the
user's visual attention to relevant but unattended informa-
tion. Hence, the other important issues in the intelligent
adaptive interface architecture have been excluded.

In [9], a conceptual architecture of an intelligent adap-
tive interface was suggested. This architecture has four
main units: situation assessment and support system, opera-
tor state assessment, adaptation engine, and the operator
machine interface (OMI). Situation and operator state
assessment have been adequately addressed by this archi-
tecture; however, other significant issues—the security,
self‐configuration, self‐optimization, knowledgebase adapta-
tion to the newly detected concepts in the context, and sys-
tem state assessment—have been omitted in this
architecture.

Another generic conceptual framework for developing
IAIs was proposed in [5,6]. This framework uses a multi-
ple‐agent hierarchical structure; such agents are called
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adaptive intelligent agents (AIA). In these research, there
are three function groups that represent a hierarchy of vari-
ous AIAs: senior agent, working agent, and junior agent.

Owing to the multiple‐agent hierarchical structure of
this framework, it has an appropriate development capabil-
ity. However, self‐optimization remains ignored, and no
attention has been paid to interaction security, and other
topics such as collaboration between target agents in the
interaction process. We considered all these shortcomings
in our IAI architecture and provided an infrastructure for
continuous/active authentication.

A valuable survey on adaptive model‐driven user
interface is presented in [10]; this survey introduces a
set of properties to evaluate the performance of the
state‐of‐the‐art models: levels of abstraction, adaptive
behavior, direct and indirect adaptation, and user feed-
back on the adapted UI are among important evaluation
attributes. However, given the shortcomings of previous
works, we decided to propose a new comprehensive
architecture for adaptive intelligent interface in the field
of single‐human multiple‐robot interaction.

3 | PROPOSED IAI ARCHITECTURE

Figure 1 depicts the proposed architecture at the first level.
Figure 1 shows the main components of the proposed

architecture with several numbered relations between them.
The duties and roles of the main components depicted in
Figure 1 are described below.

• UI: A user interface (UI) is the final interface for deliv-
ering data and information to the end user and for
receiving commands. The UI can be a simple graphical
UI (GUI) with standard input and output devices or a
virtual reality (VR) interface with new input and output

devices including haptic, gesture recognition, and EEG
interpreter devices.

• User command controller (UCC): This unit receives
commands from the user and classifies these commands
into two categories: robot commands and IAI com-
mands. Then, it sends robot commands to corresponding
robot(s) and delivers IAI commands to the intelligent
adaptive interface management (IAIM) unit. In addition,
a copy of every command is sent to the context acquisi-
tion and integration unit for user activities registration
and monitoring. The UCC unit can use the joint archi-
tecture for unmanned systems (JAUS) standard—which
is a messaging architecture [11]—for communicating
with UAVs. If the robot controlling system is equipped
with some automated features such as path planning, the
UCC can send the user commands to use such features
to correspond to the system units and then forward their
responses to the IAIM to refresh the UI.

• Context acquisition and integration (CAI): CAI is
responsible for gathering and integrating all context
information. Context information originates from differ-
ent sources and has different types, which means this
unit monitors all environmental sensors and subse-
quently gathers, integrates, and evaluates the information
of interaction context elements (the user, environment,
and system).

• Intelligent adaptive interface management (IAIM):
This unit is the heart of the proposed architecture and is
responsible for two tasks:
– Inferring and delivering right information at the right

time
– Configuring the adaptive user interface based on the

knowledge at its disposal and acquired information of
the interaction context.

Indeed, the main objective behind the development of
IAIM is to minimize the demands on the user's time and
attention and maximize the quality of the information sup-
plied to him/her.

• Knowledgebase, ontology, and database (KOD): This
unit is responsible for storing and restoring knowledge
(like reasoning and inferencing knowledge), ontology
(the specific domain knowledge about domain concepts
and their relationships), and information about all enti-
ties and their relationships in the interaction context.
The KOD achieves the sixth feature of the proposed
architecture.

• Knowledge optimizer (KO): This unit edits and opti-
mizes the ontology and knowledgebase by monitoring
all the changes in the interaction context, and analyzing
user behavior. In fact, the KO unit keeps the interaction
system valid and updated. For example, this unit can

Single-human multiple-robot interaction architecture
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FIGURE 1 Proposed intelligent adaptive interaction (IAI)
architecture for single‐human multiple‐robots interaction
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change existing rules or create new rules to deliver right
information to the user based on tracing the user's
behavior and detecting specific needs of the user during
the interaction. Hence, this unit realizes the fifth feature
of the proposed architecture.

• Security unit: This unit, which has been neglected in
most previous studies, is responsible for establishing a
secure interaction between the human and robots. To
achieve this goal, it comprises three main modules:
authentication, authorization, and accounting (AAA),
encryption, and steganography.

In Figure 1, the numbered relations indicate links
between the above‐mentioned units. These relations are
explained below.

1. The user login information, commands, and other user
generated data are sent to the security unit to pass the
AAA processes.

2. All user commands that have been received by the user
interface are delivered to the UCC unit.

3. A copy of all user commands is also forwarded to the
CAI unit to monitor the user activities. In addition, a
copy of the commands is sent to the IAIM unit to per-
form the following instructions:
a. Update the user interface
b. Perform security processes on these commands
c. Send them to the UCC to transmit to the robots.

4. The CAI unit performs local inference using accessible
knowledge in the KOD to gain new information about
the interaction context. New recognized concepts, rela-
tionships, and newly learned rules from the interaction
context will be stored on the KOD.

5. All data and information about the current context
must be available to the IAIM unit to infer and detect
the state of the interaction context and finally to con-
figure the user interface.

6. The IAIM unit performs inference using stored knowl-
edge and information available in the KOD unit.

7. The Security Unit sends security tokens such as the
type of the user and user-accessibility level to the
IAIM unit. The IAIM unit uses such tokens to con-
figure the user interface. Thus, information is deliv-
ered to each user based on her/his privileges and
authentication level. If the user decides to send and
receive any secure data, all security requirements
such as secret key agreement and parameter setting
for either encryption or steganography modules are
performed by the IAIM and subsequently passed to
the security unit.

8. User commands, after considering security issues by
the IAIM, are delivered to the UCC.

9. The UCC unit sends the received commands from the
IAIM unit to the corresponding robot(s).

10. The UI generated by the IAIM, which has content and
structure adapted perfectly to the context changes, is
presented to the user.

11. All contextual information is delivered to the KO unit
for analyzing, learning, and optimizing the knowledge-
base.

12. All optimizations are applied on the knowledgebase
and ontology by the KO unit. The knowledge required
for the optimization is also provided by the KOD unit;
therefore, this arrow is bidirectional.

3.1 | IAI architecture at level two

Each main unit of the proposed architecture has many
subunits and details; thus it is considered as level two.
The following sections characterize and describe these
subunits.

3.1.1 | Context acquisition and integration

In our architecture, context information is divided into
three states: user, situation, and system. Hence, three units
were appointed to monitor and acquire information for
these states. Each one of these units has some subunits to
fulfill the responsibilities entrusted to them. The internal
subunits of the CAI unit and their relationships are illus-
trated in Figure 2.
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• Situation state assessment (SSA): This unit monitors
and detects all changes and events that occur in the
interaction environment. Thus, monitoring the status and
all sensors of the under-command robots (as the main
parts of the interaction environment) is one of the most
important responsibilities of this unit. To handle this
responsibility, the SSA unit engages four subunits: mis-
sion goal monitoring, activities monitoring, sensors
monitoring, and contextual concept recognition. The first
three subunits have been presented in a previous work
[9] in a different manner. The tasks assigned to these
subunits are expressed below.
– Mission goal monitoring: This subunit monitors if

the plans and goals and the sub-plans and sub-goals
of the robots’ mission are proceeding in the correct
order.

– Activities monitoring: This subunit monitors whether
tasks and activities corresponding to the mission
goals and plans are proceeding in the right order.

– Sensor monitoring: This subunit acquires all envi-
ronmental sensors information and detects events in
the environment.

– Contextual concept recognition (CCR): This sub-
unit detects and recognizes new concepts in the inter-
action environment and saves these concepts into the
ontology. Therefore, CCR is a means of turning raw
sensor data and other sources of information into
new contextual concepts. Thus, the ontology of the
KOD unit can be updated at all times.

– Contextual relationship detection: One of the most
important issues in context awareness, is awareness
about relationships between existing entities and con-
cepts in the interaction context. For example, rela-
tionships such as friendship, hostility, and authority.
These relationships are retained within the ontology.
However, in the dynamic context, new entities and
new relationships can be recognized. Thus, this unit
is responsible for detecting new relationships between
ontology concepts and modifying the ontology
accordingly. For example, by inference on existing
relationships between concepts, new relationships can
be inferred (for example, the friend of our friend is
our friend). This subunit and the contextual concept
recognition subunit realize the eighth feature of the
proposed architecture and help realize the fifth fea-
ture.

• User state assessment: In this unit, all aspects of the
user personality and activities are monitored. It should
be noted that user personality and activities play the
most important role in the context of interaction. This
unit is composed of four embedded subunits that have
been introduced as follows:

– Behavioral monitoring: All user commands and
activities are captured and analyzed by this unit to
verify user actions and to predict the future activities
of the user. Thus, this unit responds to two main
questions: “What is the user doing?” and “What will
the user do in the near future?” Indeed, this subunit
helps realize the second feature of the proposed archi-
tecture.

– Psychophysiological monitoring: The main responsi-
bilities of this unit are monitoring and detecting user
emotions and attentions. Therefore, this unit gathers a
variety of information in order to fulfill these objec-
tives. For example, for emotion recognition, this unit
needs to capture the user's facial images, gestures,
and voice or speech. Thus, any real-time and accurate
methods for emotion recognition such as [12] can be
selected to implement the emotion monitoring part of
this important unit. Further, for user attention detec-
tion, this unit captures and traces the user's eye gaze.

– User model estimation: The user plays the main role
in HRI. Therefore, we must monitor all behavioral
and non-behavioral aspects of the user to realize an
efficient interaction. One of the most popular meth-
ods for reaching this aim is user modeling. Therefore,
this unit is responsible for estimating various types of
user models, such as, cognitive model, control ability
model, communication model, and interaction model.
Further, one of the most important aspects in the user
cognitive model is forgetting modeling, which can be
used for delivering the right information at the right
time to the right user. User cognitive model is used
to answer very important questions about the user
state. For example, the user cognitive model can be
used to respond to this significant question: “What
does the user know right now?” Thus, this subunit
realizes the tenth feature of the proposed architecture.

– User situation awareness monitoring: One of the
most notable parameters for establishing efficient
interaction is user situation awareness. It means that
the higher the level of situation awareness, the more
efficient is the interaction. Thus, we must trace and
monitor the user situation awareness continuously
and attempt to maintain user situation awareness at a
high level during the interaction.

• System state assessment: Another important issue in
the interaction process, which has been neglected in
almost all previous works, is the interaction system
state. Some of the important items in the interaction sys-
tem are available hardware and software and their status,
networks bandwidth, and latency time. The conditions
of each one of these items can directly affect interaction
quality. Therefore, we must monitor and assess the
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interaction system state and then adapt the user interface
based on this assessment.

• Collaboration monitoring: In the proposed architecture,
the collaboration monitoring unit is responsible for moni-
toring collaboration between the robots during a given
mission. Further, detecting the workload of each robot
and reporting this information to the user (at the right
time) is another responsibility of this unit, which has also
been neglected in many other architectures. This subunit
realizes the seventh feature of the proposed architecture.

• Context integrator: All environmental sensor data
and acquired information about the interaction context
are sent to this unit for integration. It means that this
unit receives all data and information from other
context acquisition units and produces an integrated
and united view about the whole context information.
Finally, context integrator delivers integrated informa-
tion about context, in a well-defined structured for-
mat, to the context manager unit.

• Context manager: This unit is responsible for manag-
ing all requests that have been sent to the Context
Acquisition and Integration unit. Thus, the Context
Manager receives all requests about the context informa-
tion and sends corresponding responses to applicators
according to the CAI's subunits’ answers.

The numbered relations between the subunits in Fig-
ure 2 are explained below.

1. The behavioral monitoring unit requires information
about the user model, in order to fulfill its responsibilities.
For example, by inferencing the user actions and somewhat
the user knows it at a given time, this unit can predict that
the user has decided to obtain details about a given object.
Then, the behavioral monitoring unit sends this prediction
to the IAIM to represent obtained details to the users, pre-
emptively.

2. Psychophysiological monitoring unit needs the user
models’ information (for example, something that the user
has forgotten, such as weather conditions) to identify the
user attention more accurately.

3, 4, 5. Information that have been produced by the
behavioral monitoring unit, psychophysiological unit, and
user model estimation, are sent to the user situation aware-
ness monitoring unit. This information is used by the infer-
encing process to detect the user situation awareness level.

6. The situation awareness monitoring unit and the user
model estimation unit need system state information for
assessing the user situation awareness and estimating the
user cognitive model, respectively.

7, 8. All information about the situation state are needed
for all the subunits of user state assessment. Therefore, this
information is sent to those subunits via these links.

9. All gathered environmental sensor data are sent to
the contextual concept recognition unit to recognize new
concepts in the environment.

10. All captured environmental sensor data that should
be saved (such as concepts properties) are stored into the
database.

11. All information about new recognized concepts are
saved into the database by the contextual concept recogni-
tion unit.

12, 13. All new recognized concepts and new detected
relationships are stored within the ontology.

14. All five units in the situation state assessment need
to be accessed to data, concepts, concepts’ relationships,
and knowledge that exist in the KOD.

15, 16. The collaboration monitoring unit needs to be
informed about the situation and system state information
to monitor collaboration conditions between robots.

17, 18, 19, 20. All acquired contextual information by
the user state assessment unit, the situation state assessment
unit, the system state assessment unit, and the collaboration
monitoring unit are delivered to the context integrator unit.

21. The integrated contextual information is delivered to
the context manager.

3.1.2 | Intelligent adaptive interface
management

The heart of the proposed architecture is the IAIM unit
that is mainly responsible for adopting the user interface
based on the context changes and delivering the right
information at the right time to the user. Thus, the main
unit that realizes the first feature of the proposed architec-
ture is IAIM. This unit has some subunits that are shown
in Figure 3.

A brief description of the IAIM subunits, shown in Fig-
ure 3, is provided below.
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FIGURE 3 Subunits and inner details of the intelligent adaptive
interface management unit

488 | ILBEYGI AND KANGAVARI



• Analysis/Inference engine: The heart of our proposed
architecture is the IAIM and the core of the IAIM unit
is the analysis/inference engine. This subunit performs
inference on all contextual information to recognize
changes in the interaction context. Then, based on this
inference and the user command, this unit provides a
pack of information to be sent to the user at the right
time. The analysis/inference engine uses a user cognitive
model (forgetting model) to prune the information pack.
That is, those parts of information that the user remem-
bers are removed from the information pack. As the
result, the user cognitive load to process the information
pack is reduced. Finally, the pruned information pack is
sent to the user interface generation manager by the
analysis/inference engine.

• Explanation: A significant feature of an intelligent sys-
tem is its explanation ability. The explanation unit is
responsible for providing necessary explanations about
IAI behavior according to the user request. To do so, it
uses the stored knowledge in KOD. For example, this
explanation can be generated using rules that were used
for inferencing by the analysis/inference engine. This
unit realizes the fourth feature of the proposed architec-
ture.

• Cognitive assistance: This subunit assists the user by
providing information about happenings in the context
and also makes some suggestions for possible solu-
tions. These assistances and suggestions can lead to
reduce the user's cognitive load. Thus, this unit also
helps to realize the fourth feature of the proposed
architecture.

• Contingency detector: This subunit is responsible for
detecting contingency events in the near future. For
example, collision with an obstacle, contingency behav-
iors, near future changes in the environment and goals
are some of the contingency events. Therefore, all con-
text information, data, and knowledge in the KOD are
accessible for the contingency detector to accomplish its
responsibilities. Thus, the contingency detector enables
the user to act proactively in dealing with contingency
events in the near future. A specific paper that has been
focused on holistic contingency management was pro-
posed in [13].

• State information summary generator: When the user
controls a group of robots, he/she needs to detect
unforeseen problems as soon as possible. Thus, a con-
cise information about the overall state of each robots
should be delivered to the user. Errors, events, and unu-
sual behavior can be easily detected by the user using
this information.

• User interface generation manager (UIGM): This
subunit handles adaptation issues related to the content

of the user interface. Indeed, UIGM designs and con-
figures the final user interface using the delivered
information pack and guidelines from the analysis/in-
ference engine, explanation, cognitive assistance, con-
tingency detector, and state information summary
generator. This subunit can design and configure any
type of user interface such as, regular WIMP (win-
dows, icons, menus, and pointer) or sophisticated natu-
ral user interface (NUI). UIGM describes the
configuration of the user interface using a UI descrip-
tion language (UIDL) such as UsiXML [14,15]. It
must be noted that by describing a user interface using
the UIDLs makes UIGM technology independent.
Another duty of this unit is managing user requests for
explanation and assistance.

• User interface generator: The final user interface is
generated by this subunit based on the UI contents and
configuration that were proposed in form of a UIDLs by
the user interface generation manager.

• Security manager: As mentioned before, security is
very important issue in HRI. This subunit is designed
to guarantee secure interaction. The security manager
receives all security issues such as the user access
rights from the security unit. It also receives user com-
mands and the information pack from the analysis/in-
ference engine. Then, the security manager sets all
security requirements for encryption, decryption, and
steganography (such as secret keys and other security
algorithm parameters) based on security requirements.
The result of this process is sent to the security unit to
perform the required security processes on the informa-
tion pack.

As shown in Figure 3, some numbered relations have
been depicted as connections between mentioned IAIM's
sub‐units. In the following, some brief descriptions about
these connections have been presented.

1. The information packs and some guidelines generated
by the analysis/inference engine about how to display
information packs are delivered to the user interface
generation manager.

2. Information about employed rules and methods used in
inferencing process is exchanged through this link. This
information is used by the explanation subunit to gener-
ate on-demand explanations about the system behaviors.

3. User requests for explanation are sent to the explanation
subunit via the user interface generation manager. Fur-
ther, explanation subunit sends some explanations about
system behavior to that subunit. Thus, this arrow is
bidirectional.

4. Some assistants about current situation are prepared by
the cognitive assistance subunit and sent to the user
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interface generation manager, based on the user request.
Thus, this arrow is also bidirectional.

5. The contingency detector subunit sends detected contin-
gencies to the user interface generation manager to deli-
ver to the user at the right time.

6. Summaries, which describe current state of interaction,
are generated and delivered to the user interface genera-
tion manager, by the state information summary genera-
tor.

7. All information-packs prepared by the analysis/inference
engine are sent to the security manager subunit to check
for security issues and about presenting them to the
user. Thus, continuous/active authentication also can be
performed.

8. All information-packs that passed security checks and
also (if necessary) passed decryption stages, are deliv-
ered to the user interface generation manager by the
security manager subunit.

9. User interface content and its configuration that pre-
pared by the user interface generation manager, are sent
to the user interface generator subunit using a given UI
description languages (UIDLs).

3.1.3 | Security unit

The security unit is responsible for all security duties.
Thus, all security tasks such as AAA, encryption, decryp-
tion, and steganography are assigned to this unit. The sub-
units of the security unit have been illustrated in Figure 4.

The security unit cooperates with user state assessment
unit (that provides the user model) to perform continuous/ac-
tive authentication. Indeed, our proposed architecture pro-
vides suitable infrastructure for implementation of existing
continuous/active authentication methods such as cognitive
fingerprint that has been proposed by DARPA [16,17].

A general description about two main subunits of the
security unit are provided below.

• AAA unit: This unit performs AAA on the user's login
information, user commands, and user generated data.

• Cryptography unit: All encryption, decryption, and
steganography tasks are assigned to this unit. This unit
performs requested security processes by the IAIM unit

on the delivered information, using security parameters
that were set by the security manager.

Some numbered relations that were shown in Figure 4,
are introduced below.

1. The AAA Unit sends all security information about
the user authentication and authorization to the IAIM unit
in order to use this information to deliver right information
to the right user.

2, 3. All information that should be encrypted are sent
to this unit by the IAIM and will be delivered to related
subunits.

4. Toward more secure information transmission, the
Steganography subunit embeds encrypted information into
images or videos. Further, we often need to encrypt or
decrypt extracted data from images or videos, and there-
fore, the extracted data is forwarded to the encryption/de-
cryption subunit. That is why this arrow is bidirectional.

5. All security requirements for encryption, decryption,
and steganography that have been set by the security man-
ager subunit, are sent to the cryptography unit.

6. All encrypted/decrypted information or extracted
data from images or videos, are sent to the security man-
ager subunit in order to send to the robots or show to the
user.

3.1.4 | Knowledge, ontology, and database

Knowledge, ontology, and database consist of three compo-
nents: the knowledgebase, ontology, and database.

The required knowledge for IAIM and CAI units are
stored in the knowledgebase unit. These include knowledge
for

1. Inferencing right information at the right time.
2. Contingency detection.
3. Cognitive assistance generation.
4. User/system/situation state assessment.
5. Collaboration monitoring.

For example, if fuzzy inference to be used as the infer-
ence method, fuzzy rules and fuzzification methods can be
saved as fuzzy control language (FCL) file and stored into
the KOD unit. Hence, the knowledge for different domains
can be stored as separated FCL files.

On the other hand, the Ontology stores all concepts and
their relationships in the interaction context. The Ontology
can be defined using any ontology editor (like Protégé®)
and stored in web ontology language (OWL) or resource
description framework (RDF) file. Then, the existence of a
concept or relationship can be checked by processing this
file and new detected concepts and relationships can be
inserted into the file. Finally, all sensory data that have

Security unit
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Steganegraphy

Cryptography unit

Information from analysis/inference engine

User log-in 
information
and other user 

commands/data
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FIGURE 4 Subunits and internal details of the security unit
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been collected by environmental sensors will be stored into
the general‐purpose distributed database in the KOD. All
KOD's subunits and their relationships are depicted in
Figure 5.

The sensor/data fusion subunit is responsible for the
integration of multiple raw data characterizing the same
real‐world object and properties into a consistent, accurate,
and useful representation.

In Figure 5, some numbered relations have been shown,
which are described below.

Data, knowledge, and ontology are available for all sub-
units of the IAIM and CAI. Further, these units have privi-
leges to insert new data into the database.

2, 3. The KO unit changes and optimizes ontology and
knowledgebase, so this unit has been authorized to change
the ontology and the knowledgebase.

4. New concepts and relationships have been detected
by the contextual concept detection and the contextual rela-
tionship detection, must be stored within the ontology.
Therefore, this arrow links CAI to the Ontology subunit.

5. The sensor/data fusion subunit stores all fused data
into the database.

So far, the proposed comprehensive architecture for
interaction between human user and a group of robots was
thoroughly explained.

4 | MODELING THE PROPOSED IAI
ARCHITECTURE

In this section, a model of the proposed architecture is
provided to responsd to this significant question: “Can the
mentioned components of this architecture work together
to meet the final goal?” Consequently, the colored petri
net [18] was selected as a most popular and powerful
mathematical modeling method to model our proposed
interaction system. Afterward, we found that to precisely
model the user behavior and events in the interaction con-
text, we should utilize hierarchical timed colored petri net.
Therefore, we modeled our proposed IAI architecture by
hierarchical timed colored petri net using CPN tools
[19,20]. The top level of this hierarchical model is illus-
trated in Figure 6.

For modeling user commands, seven types of com-
mands were considered: robot commands, explanation,
assistance, encryption, steganography, plain communica-
tion, and other commands. All of these commands are gen-
erated randomly and fed to the system, to test all types of
user commands in modelling process. Afterwards these
commands are sent to the user command controller. Then,
this unit will send the commands to the IAIM unit or to
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FIGURE 5 Subunits and internal details of knowledge, ontology,
and database (KOD) unit

Command

Optimization

Knowledge

Request

Request

Command

Request Request

RequestLogin info

Response

Response

Response

Secutrity 
req.

Login 
info.

IAI management

Data & knowledge base

knowledge optimization

In

[com = “Login”]

Com

Com
Com

Command

R1

R2

Rn

CommandEnc. 
com.

Secutrity unit 
response

User commands controller

Context acquisition

User command

Request

Event

Event

Event

ContextRequest

ContextResponse
Context

iai

Generated 
IAI

IAI

IAI

iai

Com

IAI

com

Com.

Com

Com Com
Command

Command

Login

[com < > “Login”] Command 1’
“Login”

User

ComCom

[com = “Login”]Command

Check 
command

if com = “Login”
then 1’ “Login”
else 0’ “”

if com < > “Login”
then 1’ com
else 0’ “”

if iai = “New login page”
then 1’ “Login”
else 0’ “”

[(iai < > “New login page”
and also
iai < > “Login page”)]

All 
com.

Other 
com. Command

[iai = 
“New login page”]

Security

FIGURE 6 Top level of hierarchical timed colored petri net model of our proposed intelligent adaptive interaction (IAI) architecture

ILBEYGI AND KANGAVARI | 491



the robot(s) (R1, R2, … , Rn refer to robots’ name in Fig-
ure 6).

Note that, if the user has already selected secure interac-
tion, then the robot commands are encrypted or embedded
into an image (or video) before sending to the robots. In
fact, IAIM unit receives the robot commands from the user
command controller and then sends these commands to the
security unit via the security management subunit. Finally,
encrypted commands will be delivered to the IAIM unit
and sent to the user command controller unit.

If the user commands are not robot commands, then
the IAIM manages execution of these commands. Fur-
ther, IAIM adapts the user interface according to these
commands and the context changes. Besides, the IAIM
unit needs to be aware about all changes and events in
the interaction context. Therefore, there are some connec-
tions between the IAIM and the context acquisition unit
in Figure 6. Finally, all information about the interaction
context are continuously delivered to the KO unit to
optimize the knowledgebase and the ontology whenever
necessary.

Each one of the main units, which have been shown in
Figure 6, has one or more levels and many details in mod-
eling. However, discussion about all of them is beyond the
scope of this article. Nevertheless, for example, the details
of the IAIM unit model in the third level have been
demonstrated in Figure 7.

Finally, we ran the model by different parameters and
captured simulation results to monitor model behavior. Our
goals of this simulation are listed below

1. Checking whether the proposed model's components
work together properly.

2. Defining inputs and outputs of each part of the pro-
posed architecture more accurately.

3. Examining the model functionality considering simulta-
neous occurrence of multiple contextual events.

4. Inspecting occurrence of deadlock in simulated condi-
tions.

5. Testing number of refreshes of UI based on different
events occurrence frequencies.

To achieve the above goals, we considered two different
conditions: low probable occurrences of events (all contex-
tual event occurrences with probability per second = 0.01)
and high probable occurrences of events (all contextual
events occurrence probability per second = 0.9). Contex-
tual events are all events that have been triggered by CAI's
units. For example, events that have been generated by user
state assessment, situation state assessment, and system
state assessment units are contextual events. A number of
monitors were defined for some selected places of the petri
net model, owing to the report count of tokens in these
places. Finally, the model was executed several times for
each of the two conditions by firing the model transitions
one million times in random order.

The results of modeling showed that in the case of
probability per second = 0.01, the total number of the user
commands and the IAI's refresh count were equal to
41,040 and 41,707, respectively. It is seen that the IAI's
refresh count is greater than the total number of the user
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commands. This is because, by each user command, the
IAI is refreshed. On the other hand, by each occurrence of
event, the IAI may be refreshed (if needed). As a result,
the IAI's refresh count (41,707) is less than the number of
user commands plus the total number of occurred events
(41,904). This is because there are some co‐occurrence
events causing one IAI refreshing. Therefore, this is the
normal behavior of the system.

After running the model in case of contextual events prob-
ability per second = 0.9, it was observed that the maximum
number of tokens in the place of the Displayed IAI, was equal
to 8, while that in the case of low frequency of event occur-
rence this number was equal to 3. It shows that when the con-
textual events probability is increased, the proposed system
responds to more events and refreshes the user interface
accordingly. Thus, the user interface may be refreshed several
times between two successive user commands. Using this
modeling, we achieved all mentioned goals and tested the
overall functionality of the proposed architecture.

At the end of this section, it must be noted that, one of
the most important goals for modeling our IAI architecture
using timed petri net is to prove the fact that our proposed
architecture can react in real time to task between the user
and a group of robots. Indeed, by this modeling, it is pro-
ven that if each main part of the architecture (CAI, IAIM,
UCC, and security unit) can do their job in real time, then
the system can react in real time. In other words, because
we considered the components of these main units in this
model as black boxes and because there are many real‐time
methods and algorithms to implement each one of the com-
ponents, our modeling proves that the implemented IAI
based on our architecture can react in real time to task
between the user and the robots.

5 | SIMULATION AND RESULT

Now, the main question is whether the proposed IAI archi-
tecture can improve efficiency measurements in a real oper-
ation. To answer this question, we implemented an IAI
based on our proposed architecture to control a group of
UAVs. In this paper, to implement IAIM, we used a fuzzy
inference system to infer the right information at the right
time. For intelligent configuration of the IAI, we also
employed fuzzy reasoning. Note that, fuzzy rules for each
one of these works, have been defined and stored in sepa-
rate FCL files in the KOD unit. For example, 81 fuzzy
rules were defined to intelligent warning for inability to
continue operations.

Further, we defined 25 fuzzy rules to infer appropriate
luminance for each one of the UAVs’ icons, based on their
current backgrounds. In our IAI, the luminance of the
UAV's icon is inferred every 0.5 s during the operation

and will be immediately applied on the UAV's icon. Thus,
in this implementation, to realize IAIM goals, we utilize
fuzzy inference system.

In addition, to implement cognitive model of user model
estimation subunit, we used our enhanced version of ACT‐
R, which has equipped with scale‐invariant memory, per-
ception, and learning (SIMPLE) [21] forgetting model. In
this expansion of ACT‐R, we equipped standard ACT‐R
with the SIMPLE forgetting model to model forgetting in
short‐term memory based‐on the time and capacity of the
short‐term memory. Finally, we used this cognitive model
to display the right information at the right time to the user
based on the cognitive and forgetting model. Nevertheless,
our implementation is very detailed and elaborate, and
therefore, it is not covered in this article.

To evaluate the IAI, different simulated scenarios were
performed by eleven contributors. Each contributor com-
pleted operations in two modes: IAI on; IAI off.

In the IAI‐on mode, features (such as: intelligent warning
to avoid collision, displaying important information based
on the user cognitive and forgetting model, and intelligent
warning for inability to continue operations) were enabled.

In IAI‐off mode, IAI features were disabled (that is
named classic interface).

The main screen of IAI has been shown in Figure 8. It
should be noted that we used AnyLogic® simulation soft-
ware, which is one of the most powerful ones, to imple-
ment our IAI and test it in simulated environment.

To test the proposed IAI in different levels of workload,
we designed three scenarios:

1. Reconnaissance operation with three UAVs that is
called “3 UAVs” operation.

2. Reconnaissance operation with five UAVs that is called
“5 UAVs” operation.

3. Reconnaissance operation with five UAVs and with
compulsion to cryptography in specific situation mean-
while the operation, which is called “5 UAVs with
Encryption” operation.

To evaluate each one of these operations, objective and
subjective measures have been considered, as stated below.

1. Objective measures:
a. Situation awareness global assessment technique

(SAGAT) [22].
b. Mission completion percentage.

2. Subjective measures:
a. NASA task load index (NASA-TLX) [23].
b. Overall perceived situation awareness (SA) assess-

ment using 7-Point Likert-type scale (from very-
low or 1 to very-high or 7) questionnaire.
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Note that, the four mentioned measures are standard
and widely used in the literature.

As mentioned before, we designed three operation sce-
narios and each contributor completed the operations in
two modes (IAI on and IAI off). Finally, all information
about objective and subjective measures have been gath-
ered for every six operations, and for each contributor. Fig-
ure 9 provides a statistical comparison between the
obtained results for the SAGAT score that has been made
by the box and whiskers diagrams.

As shown in Figure 9, it is obvious that the average
of the SAGAT score (represented by × in the box) in
operations have been performed using IAI is clearly
greater than operations that have been completed by
the classic interface. It shows that user's situation
awareness level can be improved using proposed IAI
based‐on our architecture. Second objective measures to

compare IAI and classic interface is mission completion
percentage. Figure 10 shows a comparison between sta-
tistical results for mission completion percentages of all
operations.

As depicted in Figure 10, the average of mission com-
pletion for operations that have been performed using IAI
is significantly above that for operations that have been
completed by the classic interface. Note that, the opera-
tions’ scenarios were designed such that the contributors
had to cancel reconnaissance operation (in the middle of
the operation), for safely bringing UAVs to the base.
Therefore, the max value for operation completion percent-
age is about 70%, and therefore, 50% mission completion
is a good operation completion percentage.

NASA task load index and overall perceived SA were
selected as subjective measures for gauging cognitive
workload and perceived situation awareness, respectively.
Obtained results for these subjective measures have been
illustrated in Figures 11 and 12.

FIGURE 8 Overall view of the proposed intelligent adaptive interaction (IAI) for five unmanned aerial vehicles (UAVs). Selected UAV has
been highlighted in yellow. Two simultaneously occurred collisions and their accordant temporal in‐place UAV's camera displays at the back of
the UAV's icons have been depicted
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According to Figure 11, the averages value of NASA‐
TLX for classic interfaces are dramatically greater than IAI
ones. It shows that more workload was imposed on con-
tributors when they were doing the operations using classic
interface. It should be noted that the highest value of the
NASA‐TLX is equal to 100 that shows the highest work-
load on user. Further, as shown in Figure 12, all users have
stated that overall perceived situation awareness is signifi-
cantly greater in operations that have been done using IAI
in comparison with classic interface.

Two of the most important advantages of IAIs are
reducing user workload and simultaneously increasing user
situation awareness. For simultaneous comparison, we com-
pared users’ situation awareness that have been calculated
by the SAGAT score and the users’ workload that have
been obtained by NASA‐TLX for all operations. Figure 13
demonstrates this compression.

As previously emphasized, one of the most prominent
goals of IAIs is reducing user workload to reach desirable
and efficient interaction, which finally leads to increasing
operation completion percentage. Figure 14 proves that

we could decrease users’ workload and simultaneously
increases operation completion percentage in all operations.

At the end of this section, it must be noted that we can-
not compare our results with any previous work because of
two main reasons:

1. Each of the previous works used its own custom scenar-
ios without mentioning the details. Therefore, we could
not simulate the same scenarios with the same workload
as the previous works’ scenarios.

2. Not only are there no standard scenarios for testing
intelligent adaptive interfaces in the field of multi-UAV
controlling but also each one of the previous works
tested its proposed IAI with different criterions and
measures.

Nevertheless, for better understanding, we decided to
compare our results with somewhat similar experiments.
To do this, given the reasons for not being able to
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compare precisely, we considered percentage increase for
situation awareness level and percentage decrease for
user workload. It means that, we compare two works
using their reported percentage increase for SAGAT and
reported percentage decrease for NASA‐TLX. Note that,
all these experiments presented adaptive or intelligent
interface (console) to control a group of unmanned vehi-
cles not an IAI framework or architecture. Some concise
descriptions for these experiments have been presented in
Table 1.

As mentioned in Table 1, all these experiments have
used SAGAT score to evaluate situation awareness level
and NASA‐TLX to assess user workload. A comparison
between our percentage increase for SAGAT and the
reported results of mentioned works for SAGAT percentage
increase has been made in Figure 15.

Further, we compared our percentage decrease for
NASA‐TLX with the reported percentage decrease of the
mentioned experiments. This comparison has been illus-
trated in Figure 16. Note that, we used our results for con-
trolling five UAVs in all comparisons.

Eventually, Figure 17 illustrates the comparison
between the reported results for SAGAT and NASA‐TLX
and also determines the position of our results among other
reported results.

As depicted in Figure 17, our result has a good balance
in terms of increasing SAGAT and decreasing NASA‐

TABLE 1 Brief introduction to some similar experiments

Experiment
reference
number

Number of
under‐command
unmanned
vehicles Concise description

[24] 5 Situation awareness global assessment technique (SAGAT) and NASA task load index (NASA‐TLX)
have been calculated in different scenarios and in two modes: intelligent adaptive interaction (IAI) On
and IAI Off

[25] 4 Cognitive workload (CW) and situation awareness (SA) have been evaluated by NASA‐TLX and
SAGAT in a transparent autonomy interface

[26] 3 A comparison has been made between CI (conventional interface) and PCI (predictive conventional
interface) and PVRI (predictive virtual reality interface) using NASA‐TLX and SAGAT

[27] 4 Adaptive console for supervisory control of multiple unmanned aerial vehicles (UAVs) has been
evaluated by NASA‐TLX and SAGAT

[28] 4 NASA‐TLX and SAGAT have been used to evaluate a cognitive and cooperative assistant system for
aerial manned‐unmanned teaming missions
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TLX. Furthermore, in [24], it has been reported that the
perceived SA for controlling five UAVs is equal to 5.3.
Our result for this score for controlling five UAVs is equal
to 5.91. Thereupon, apart from the fact that our IAI yields
good results, also these comparisons indicate that our
results are in a reasonable range reported in the literature.

6 | CONCLUSION

In this paper, we proposed a comprehensive architecture
for IAI. This architecture provides a uniform framework
for interaction between the user and robots. The focus of
our design has been single‐human multiple‐robot interac-
tion. The major assumption is that the human is stationary
but robots are remote and mobile. The major features of
our design are

• Delivering the right information at the right time
• Adaptation to all interaction's context changes
• Supporting user by cognitive assistance and system

behavior explanation
• Self-configuration and optimization
• Using the ontology for modeling domain knowledge
• Providing secure interaction
• Preparing infrastructure for continuous/active authentication
• Involving user model with forgetting model in the inter-

action process.

We strongly believe that these features or requirements
are important considerations for the development of real
IAI, and that our proposed architecture is the correct frame-
work response to these requirements.

To verify the functionality of our proposed architec-
ture, we modeled our architecture using the hierarchical
timed colored petri net. Obtained results of this modeling
has shown that the components of our proposed design
can work together perfectly and cover all our objectives.

Finally, to test our proposed architecture under real opera-
tional scenarios, we implemented an IAI based on our pro-
posed architecture to control a group of UAVs. We defined
three operation scenarios. These scenarios were executed in
two modes: using IAI and using classic interface. Then, each
one of these operations was completed by eleven contribu-
tors. The results showed that the proposed IAI based on our
architecture could significantly increase users’ situation
awareness and also decrease users’ workload and finally
leads to promote mission completion percentage.
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