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Abstract 
Microarray data plays an essential role in diagnosing and detecting cancer. Microarray analysis allows the 
examination of levels of gene expression in specific cell samples, where thousands of genes can be analyzed 
simultaneously. However, microarray data have very little sample data and high data dimensionality. 
Therefore, to classify microarray data, a dimensional reduction process is required. Dimensional reduction 
can eliminate redundancy of data; thus, features used in classification are features that only have a high 
correlation with their class. There are two types of dimensional reduction, namely feature selection and 
feature extraction. In this paper, we used k-means algorithm as the clustering approach for feature selection. 
The proposed approach can be used to categorize features that have the same characteristics in one cluster, so 
that redundancy in microarray data is removed. The result of clustering is ranked using the Relief algorithm 
such that the best scoring element for each cluster is obtained. All best elements of each cluster are selected 
and used as features in the classification process. Next, the Random Forest algorithm is used. Based on the 
simulation, the accuracy of the proposed approach for each dataset, namely Colon, Lung Cancer, and Prostate 
Tumor, achieved 85.87%, 98.9%, and 89% accuracy, respectively. The accuracy of the proposed approach is 
therefore higher than the approach using Random Forest without clustering. 
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1. Introduction 

Cancer is a known deadly disease around the world. According to the World Health Organization 
(WHO) data in 2015, 8.8 million deaths were caused by cancer, with the number set to increase every 
year if diagnosis was not resolved early [1]. There are many ways to detect cancer, including one that is 
known as the microarray technique. Microarray analysis plays an essential role in diagnosing a disease 
because it can be used to look at the level of gene expression in a particular cell sample and examine 
thousands of genes simultaneously [2]. Therefore, microarray has high data dimensionality. The bigger 
the size of the data and the number of fixed observations, then the accuracy of classification at a certain 
point will be smaller. To overcome this problem, a reduction process is conducted. 

Researchers have performed cancer detection based on microarray data classification. Several 
algorithms have been proposed, with some papers examining each algorithm separately in a closed 
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condition. These algorithms have advantages and weaknesses. The main problem of microarray data is 
that it has more variables than the samples. However,  to  get an accurate model using classification, a 
lot of sample data and variables that have correlation with classes in the dataset are required. Therefore, 
the variables or relevant features must first be determined. 

In the work of Moorthy and Mohamad [3], the Random Forest algorithm was used for gene selection 
and classification. This is because this algorithm can look for essential variables in a dataset. It is also 
suitable for use on datasets that have more numbers of variables than the number of samples. However, 
the Random Forest algorithm is only able to detect significant variables, but not redundant variables. 
Redundant variables are variables or features that are similar. In [4], if the same or similar 
characteristics or variables are used in the classification process, the accuracy of the model could be 
decreased. Hence, an approach to remove redundancy of data is required. 

Some studies apply two approaches to find relevant variables and remove redundancy in the dataset, 
i.e., using feature extraction and feature selection [5]. Feature selection works by removing irrelevant 
features and redundancy. The purpose of feature selection is to get rid of irrelevant and noisy genes 
from the input data set,  to speed up the processing of data by reducing data dimensionality, and to 
avoid overfitting of the classifier [6]. Meanwhile, feature extraction works by transforming the original 
data into a new representation. Feature extraction shares the same goal as feature selection in that it 
eliminates irrelevant or noisy features in the data and removes redundancy in the data in order to 
increase the value of classification accuracy [7]. 

Both approaches have weaknesses and advantages. Feature selection can preserve data characteristics 
for interpretability, but still maintain discriminative power, shorter training times, and reduce 
overfitting. Meanwhile, feature extraction yields higher discriminating power, but at a loss of data 
interpretability and transformation, which may be expensive. To avoid change or perhaps costly 
measures and loss of data interpretability, this research proposes a method for feature selection to 
remove redundancy features from the data. 

The proposed approach is the clustering method. Ismi et al. [8] proved that the clustering approach 
can be used to remove feature redundancy by grouping features that are similar into the same cluster. 
After each group is clustered, one sample will be taken from the same cluster to represent each cluster as 
a subset of features. This will be used in the classification process. Previous works have discussed many 
feature selection algorithms such as Relief and information gain, but the algorithms cannot classify 
features that have similar characteristics in a microarray data. By using the proposed approach, similar 
characteristics in microarray data can be clustered; hence, improving classification performance [6]. 

A ranking system was used in this study to select a sample that will represent each cluster. The 
ranking process aims to determine the feature with the highest correlation to the dataset class. This 
process design is expected to produce absolute accuracy for the classification model being constructed. 

Based on the advantages of the Random Forest algorithm described in previous research, this 
research will analyze the performance of the Random Forest algorithm for classification. For feature 
selection, a clustering approach involving several data microarray datasets is applied by conducting a 
development dimension reduction process. To observe the performance of the algorithm, some 
scenarios are tested, such as using parameters of the algorithm, and dividing between training data and 
testing data. 
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2. Existing Device Discovery Scheme 

2.1 Data 
 

This research used microarray data obtained from Aydadenta [9]. Three datasets were used in this 
study, as outlined in Table 1. Each dataset was divided into two parts, namely training data and testing 
data, where training data was used for the learning process, and testing data was used in the testing 
process of the model obtained. 

 
Table 1. DNA microarray dataset 

Data Class Sample Feature 
Colon cancer 2 62 2,000 
Lung Cancer 2 181 12,533 

Prostate Tumor 2 136 12,600 
 

2.2 k-Means Algorithm 
 

k-means is an unsupervised learning clustering algorithm (no class labels required). This algorithm 
groups given objects into multiple clusters ‘k’. k-means selects k at random as a central point (centroid) 
[10]. Data is grouped by calculating the closeness of the object with the centroid using Euclidean 
distance. 

After that, the centroid is recalculated to generate a new centroid by calculating the actual data rate 
based on the cluster it occupies. This process is repeated until the new centroid does not change against 
the old centroid. This algorithm aims to minimize the objective function known as sum square error. 

 
2.3 Relief Method 
 

Kira and Rendell [11] developed the Relief algorithm. The main idea of this algorithm is to estimate 
attributes based on how well the different values between instants are close to one another. In this 
algorithm, we need to find the two nearest neighbor values of one of the same class (nearest hit) and 
one from a different class (nearest miss). 

A useful attribute must be different from a different class and should be the same value from an 
instant if it comes from the same category. The Relief algorithm is capable of handling discrete and 
continuous attributes and is limited to two classes. However, the Relief algorithm has not yet mastered 
how to handle incomplete data and problems of more than two categories. 

 
2.4 Random Forest Algorithm 
 

Random Forest is a classifier consisting of several decision trees. Random Forest is included in the 
ensemble method using the decision tree. This method is random because it uses a random way of 
making a decision tree. This random approach can help to eliminate correlations between decision trees 
so that the accuracy of the method used can be improved, such as the ensemble method characteristics. 

Each decision tree is built using a random vector. The general approach used to include a random 
vector in a tree-building process is to select an arbitrary value ‘F’, as many as F attributes input to be 
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split on each node in the decision tree to be formed. The benefit of choosing a random value F is that 
one does not have to check all the attributes, but only look at selected F attributes. The parameters to 
regulate the strength of the Random Forest algorithm lie in the selection of F values and the number of 
trees to be built in the forest. 

 
 

3. Proposed Approach 

This research proposed a method combining a clustering algorithm and a classification algorithm i.e., 
the k-means and Random Forests. Based on evidence from previous research [12], Random Forest has 
some advantages when it comes to microarray data classification. However, this algorithm has not been 
able to properly remove redundancy, so a clustering algorithm is needed to remove redundancy 
dimensions [13]. 

 

 
Fig. 1. Research design process. 
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Fig. 1 shows the three main design processes in this study, which are preprocessing, processing, and 
post-processing. Preprocessing is a process for removing redundant features, in which a clustering 
approach using the k-means algorithm is employed, the goal of which is to group features that are 
similar in a cluster. This is one way to remove redundant features (i.e., the duplicate features in 
datasets). 

The process of reducing redundancy dimension is shown in Fig. 2. The process uses feature selection 
relying on two algorithms, which are the  k-means and Relief algorithms. The  steps in this process are 
given below: 

1. Features of data are clustered by applying the k-means clustering algorithm. By applying the 
clustering technique, similar types of features can be grouped in the same cluster to remove 
redundancies in microarray data and to generate the centroid in the k-means algorithm 
randomly. 

2. The Relief method for ranking the feature in each cluster is applied.  
3. The feature in each cluster, which has a n-top ranking, is selected.  
4. Finally, the subset of features obtained in Step 3 will be used in the dataset for the classification 

process. 
 

 
Fig. 2. Flowchart of dimensional reduction. 

 
Then, further still in the preprocessing, clusters formed from the k-means algorithm will take one 

feature for each cluster as a cluster representative within the feature subset. To select the features to be 
chosen as representatives, the Relief method is used. The result of the Relief method is weight, so each 
feature in the cluster will have a specific weight. The weights obtained for each cluster are ranked, so 
each cluster will have a ranking. The top-ranking cluster will be selected and a feature subset will be 
made to build the model in the classification process. 

Next is processing, namely the process of classification using the Random Forest algorithm. The 
feature subset obtained from the previous process will be used as input in this process. The microarray 
dataset is divided into two, the training data and test data, which proportionally, the training data is 
always more than the test data. This is because the training process in machine learning requires more 
data for modeling exercises. Then, after the next model is obtained, the evaluation stage (post-
processing) is conducted. The evaluation stage uses a confusion matrix. Test data obtained from 
previous dataset divisions is used to obtain the accuracy of the model. From the results of the evaluation 
measure, we can determine whether or not the model developed from the design of this research 
process is feasible. 
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4. Performance Analysis 

To evaluate the performance of the proposed scheme, we use a silhouette index and a confusion 
matrix. The function of the silhouette index is to test the quality of the resulting cluster. This method is 
a cluster validation method that combines Cohesion and Separation methods. To calculate the 
silhouette index value, the distance between documents is calculated using a Euclidean distance 
formula. The value of the silhouette index is divided into four categories, namely Strong Structure, 
Medium Structure, Weak Structure, and No Structure. On the other hand, the confusion matrix is a 
method used to perform accuracy calculations for data mining concepts. This formula shows 
calculations with four outputs, namely recall, precision, accuracy, and error rate. Precision defines the 
number of records that are correctly classified from all records classified by the classifier. Meanwhile, 
recall establishes the number of records classified appropriately by the classifier for all records that 
should be appropriately classified by the classifier. Precision defines the number of records that are 
exact classifications of all records classified by the classifier. Recall establishes the number of records 
classified appropriately by the classifier for all records that should be appropriately classified by the 
classifier. This research uses three parameters, i.e., the k-Cluster, n-Ranking, and n-Trees, where the 
parameters used are outlined in Table 2. 

The parameter selection in this research was done via an empirical study. From several scenarios that 
were conducted, the optimal parameters for each dataset are obtained, as per Table 3. 

 
Table 2. Parameters 

Data k-Cluster 

k-Cluster 2, 4, 6, 8, 10, 12, 14, 16,18, 20, 22, 24, 26, 28, 30, 32, 34, 36, and 38 

n-Ranking 1, 2, 3, 4, 5, 6, 7, 8, 9, and 10 

n-Trees 20, 30, 40, 50, 60, and 70 

 
Table 3. Summary of optimal parameter 

Data k-Cluster n-Ranking n-Trees 
Colon cancer 2 2 60 
Lung Cancer 8 3 60 

Prostate Tumor 6 8 60 
 
From the optimal parameters in Table 3, the optimal n-Cluster for Colon Cancer is 2, which means that 

for the Colon Cancer dataset there are 2 feature groups, and from the two groups of features, the optimal 
n-Ranking taken for each cluster is two features. In other words, for the feature subset of Colon Cancer 
there are only 4 features, with 62 samples. Therefore, the optimal n-Trees are 60 trees, so, for the 
classification model using Colon Cancer, there are 60 classifiers with 8-fold cross-validation, or there are 
eight variants of training data and testing data to assess or validate the accuracy of the classification model. 

Next, the optimal n-Cluster for lung cancer is 8, meaning for the lung cancer dataset, there are 8 
clusters containing the features of the dataset, and from the 8 clusters, the optimal n-Ranking taken for 
each feature is 3. In other words, for the lung cancer feature subset, there are only 24 features, with 181 
samples. Subsequently, the optimal n-Trees are 60 trees, so, for the classification model using lung 
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cancer, there are 60 classifiers and 3-fold cross-validations, or there are three variants of training data 
and testing data to assess or validate the accuracy of the classification model. 

The optimal n-Cluster for Prostate Tumor is 6, meaning for the Prostate Tumor dataset, there are 6 
clusters containing the features of the dataset, and from the 6 clusters, the optimal n-Ranking taken for 
each feature is 8. In other words, for a subset of Prostate Tumor features there are only 48 features, with 
136 samples. Therefore, the optimal n-Trees are 60 trees, so for the classification model using Prostate 
Tumor, there are 60 classifiers with 8-fold cross-validation, or there are 8 variants of training data and 
testing data to assess or validate the accuracy of the classification model. Hence, based on the optimal 
parameters obtained for each dataset, the model is trained to achieve these settings. Therefore,the 
obtained accuracy for each dataset are listed in Table 4. 

 
Table 4. The result of the scenarios 

Data Accuracy (%) Time Recall 
Colon Cancer 85.87 3.481 0.841 
Lung cancer 98.90 1.411 0.993 

Prostate Tumor 88.97 4.103 0.855 
 
Based on the results of the final accuracy obtained in this study, a comparison of the model accuracy 

in this study is done with that of previous research [9], which only used the Random Forest algorithm 
for gene selection and classification. The results can be seen in Fig. 2. 

 

 
Fig. 3. Comparison of accuracy of Random Forest without clustering and the proposed approach. 

 
Based on Fig. 3, there are three types of microarray data used for accuracy comparison, namely Colon 

Cancer, Lung Cancer, and Prostate Tumor. The orange color indicates the accuracy of the previous 
research [9], and the yellow color shows the accuracy of the proposed approach. From Fig. 3, the 
accuracy of proposed approach is always higher than the accuracy of previous work. This means the 
accuracy of the proposed approach (this research) is better than previous research, which uses only the 
RF algorithm for gene selection and classification. The higher accuracy of the proposed approach is due 
to the method of preprocessing. In the previous research, only the Random Forest algorithm was used, 
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for which this algorithm used all dataset features to build a model, without deleting redundancy 
features. Meanwhile, the nature of the Random Forest algorithm is random, so the chances of choosing 
an irrelevant feature during the construction of the model are huge, and therefore the accuracy obtained 
is always lower than the accuracy of the model proposed, which has undergone preprocessing (deletion 
of redundancy features). 

The proposed approach has gone through preprocessing in which the redundant features were 
deleted, so the process of classification using the Random Forest algorithm already utilized a subset of 
features relevant to the class dataset. Also, when running the algorithm, only relevant features are 
selected, resulting in higher accuracy compared to the model that did not go through pre-processing 
(reduction of features). 

 
 

5. Conclusions 

In this research, we reduced the redundancy in microarray data, namely Colon Cancer, Lung Cancer, 
and Prostate Tumor datasets. We provided four scenarios to observe the effect of some parameters used 
to model the  proposed approach. In this study, four scenarios were conducted to observe the effect of 
some parameters used to build the model of the proposed approach. In the first scenario, a cluster 
parameter with measurement evaluation utilizing the silhouette index was used. The second scenario 
looked at the effect of taking a large number of features for each cluster using a confidence matrix. The 
third scenario looked at the impact of the tree parameter against the time required for execution and 
resulting accuracy. The last scenario tested for the effects of training data and testing data on the 
performance model, using a k-fold cross-validation. Each scenario was run three times with the same 
parameters, so that for the evaluation of the measure, an average value could be used. Because each 
dataset has different data characteristics, the optimal settings for each dataset were also varied. Of all the 
scenarios obtained, the highest accuracy for the Colon Cancer, Lung Cancer, and Prostate Tumor 
dataset was 85.87%, 98.9%, and 88.97%, respectively. Meanwhile, using the same number of tree 
parameters, the results of accuracy for previous research were 75%, 80%, and 68.89% for Colon Cancer, 
Lung Cancer, and Prostate Tumor, respectively. Therefore, the accuracy of this work is higher than 
previous research, which only used the Random Forest algorithm for gene selection and classification. 
In addition, after running some scenarios, it can be concluded that the clustering approach applied for 
the microarray data to remove redundancy could be used and applied in cancer detection. The benefits 
of this research is that it provides information about other combinations of filter methods to remove 
redundancy in microarray data by utilizing a clustering approach. For further research, the clustering 
process can be redeveloped. This is because this research used the k-means algorithm so random 
centroids were initialized. For future work, it may be possible to add an optimization algorithm to 
obtain more optimal research parameters.  
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