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Abstract

This paper designed and developed the image processing system of integrating feature extraction and matching by using

convolutional neural network (CNN), rather than relying on the simple method of processing feature extraction and matching

separately in the image processing of conventional image recognition system. To implement it, the proposed system enables

CNN to operate and analyze the performance of conventional image processing system. This system extracts the features of an

image using CNN and then learns them by the neural network. The proposed system showed 84% accuracy of recognition. The

proposed system is a model of recognizing learned images by deep learning. Therefore, it can run in batch and work easily under

any platform (including embedded platform) that can read all kinds of files anytime. Also, it does not require the implementing

of feature extraction algorithm and matching algorithm therefore it can save time and it is efficient. As a result, it can be widely

used as an image recognition program.

Index Terms: Artificial intelligence, Convolutional neural network (CNN), Deep learning, Pattern recognition

I. INTRODUCTION

The basic image classification system can classify object

types of images by using image features. However, this system

can classifies the image types simply by using the character-

istics and obtain the result of the inaccurate classification.

To solve this drawback, a classification system is designed

using a machine learning algorithm [1]. The machine learn-

ing algorithms includes k-nearest neighbor, support vector

machine (SVM) and artificial neural network [2]. 

Companies such as Google have been very interested such

as deep learning of artificial intelligence and neural networks

due to the use of deep neural network to image classifica-

tion, efforts to efficiently classify images using the deep

learning method have been actively pursued [3-5]. There are

models such as convolutional neural network (CNN),

restricted Boltzmann machine (RBM), and deep belief net-

work (DBN) depending on the application of deep learning

[6-12].

Conventional image recognition systems have disadvan-

tages in that feature extraction and matching are handled

independently of each other. In this paper, we propose an

image processing system that combines feature extraction

and matching using CNN technology.

In this paper, we research about deep image classification

technology using CNN, and design and implement image

processing system based on it. Deep image recognition has

also been designed and developed to improve on the low

accuracy situations of traditional image classification meth-

ods. In this paper, an image processing system is constructed

by feature extraction and matched integration through the

CNN technology. The algorithm of stochastic gradient

descent method and normalization of weights are studied and

implemented.
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The composition of this paper is as follows: Section II

describes the design of image processing system based on

CNN which is the main focus of this paper. Sections III and

IV describe the implementation and performance evaluation

of the proposed system. Finally, in Section V, conclusion and

future papers of the proposed system are described.

II. SYSTEM DESIGN

In this section, we have designed an image processing sys-

tem based on a CNN. The system designed in this paper con-

sists of four steps as shown in Fig. 1. In the first step, we

design a system of CNN based learning models. In the sec-

ond step, the detailed calculation process is designed. In the

third step, the back propagation/gradient descent algorithm is

designed. The final step is to design the calculation optimi-

zation algorithm for the system. In particular, the optimal

parameters of the learning model are calculated through the

second and third steps.

The model is designed to obtain the optimal effect by tak-

ing advantage of the existing CNN learning model. To con-

struct this objective, the proposed model has been designed

as follows. The convolutional layer can extract feature val-

ues for input data using a small size kernel. The activation

layer performs nonlinear transformation calculations on

input values using nonlinear functions. The pooling layer

reduces the dimensionality of the data and can eliminate

noise in the data. The inception layer can extract various fea-

ture values of data by using two or more convolutional lay-

ers in parallel. The skip connection layer is designed using

inception layer and convolutional layer to overcome and

suppress the feature loss problem of data according to the

model dipping

The proposed composite structure model has a group with

an inception layer and a skip connection layer as shown in

Fig. 2. The function of the inception layer of the model pro-

cesses the input data using various size kernels at the same

time, and outputs the result of parallel connection of various

results. The function of the skip link layer can reduce the

calculation amount and increase the calculation speed

according to the model dip. This can be done by modifying

the functions of the skip connection layer and the inception

layer when modifying the structure of the proposed model

according to the purpose of the learning.

The detailed calculation process includes the following

parts. The computation of the convolutional layer is designed

by using the filter operation method, and the computation of

the pooling layer is designed by using the maximum pooling

and the average polling method. The computation of the

active layer is performed by using a rectified linear unit

(ReLU) nonlinear function to perform the conversion opera-

tion on the output values of the convolution product layer.

In order to design the calculation of the inception layer,

the following three steps are included. The first step is to

output the processing result of the input data by using vari-

ous size filters (two or more kinds) of the convolutional

layer and pooling layer. In the second step, the result of the

first step is subjected to the concatenation operation using

the CONCAT function. In the third step, the result of the

second step is subjected to the dimensional zoom transfor-

mation.

In Fig. 3, the skip connection involves a three step opera-

tion. In the first step, multidimensional data is output for the

dimension of the input data using the convolutional/pulling

layer and the inception layer. In the second step, the conver-

sion operation is performed on the number of dimensions of

the input data. The third step calculates the result of the

addition using the Add function for the first output and the

second output. The advantage of this structure is that it can

extract, assemble, and optimally learn various features of

data through three methods: dip, width, and skip.

Fig. 2. Composite structure model.Fig. 1. System architecture.
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In order to calculate the correction value of each layer

parameter of model using the error between the predicted

value and the target value in the back propagation calcula-

tion, the following steps are designed. In the first step, the

partial differential value of the error between the predicted

value and the target value is calculated using (1). In the sec-

ond step, the partial differential value is calculated for the

last hidden layer using (2). In the final step, the partial dif-

ferential value is calculated using (3) for each hidden layer

of the learning model. The gradient descent updates each

parameter of the system using (4) and the value in the oppo-

site direction.

(1)

  (2)

(3) 

(4)

L: loss value,

Y: output value,

m: prediction value,

T: truth value,

W: weight value,

n: hierarchy,

η: learning rate,

θ: value of the reverse calculation.

The calculation optimization algorithm includes the fol-

lowing parts. The parameter initial value is designed based

on the initial value algorithm (5) to suppress the parameter

loss problem. The mini-batch normalization is designed

based on the normalization algorithm (6) to suppress the

overfitting problem. The optimization gradient descent is

designed by using modified values and momentum of the

learning rate based on the Adam algorithm (7) in order to

improve the inefficient calculation problem of the gradient

descent.

(5)

(6)

(7)

A: input value,

D: dispersion value,

M: mean value,

X: step value,

α: learning coefficient,

K: small value,

V: verification value.

III. SYSTEM IMPLEMENTATION

This chapter deals with the implementation and test results

of the image processing system based on the CNN.

The environment for implementing the system is python

language, OPENCV, KERAS, CUDA, and NUMPY pro-

grams. It is implemented in platforms such as Windows 10

and Linux. The system performance verification is Windows

10 (Inter Pentium CUP 3.20 GHz, 4.00 GB; 2.3 GHz, 2 GB)

operating system.

In Fig. 4, the system shows the image processing results

for the image (248 × 300) using the convolution layer, the

polling layer, and the active layer of various size filters.

Fig. 5 shows the processing results of the image according

to the dipping of the model using the optimization calcula-

tion algorithm, and compares the processing results of Fig. 6

(not using the optimization calculation). When using the

optimization calculation, fitting problems were suppressed.
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Fig. 3. Skip connection operation.
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Fig. 7 shows the learning and test implementation of the

image processing system. The system calculates optimal

parameters using 80% of the data (training data) and shows

the objective accuracy of the system through 20% of the data

(test data).

IV. REVIEW

Table 1 shows the performance comparison between the

proposed image processing system and the basic image rec-

ognition system. Test methodology is setting the convolution

size and parameter amount of each model. And, we records

accuracy and learning time by time.

In Fig. 8, the proposed system uses data to learning and

test. Fig. 8 shows the proposed system accuracy according to

epoch. Solid lines (the accuracy of the model’s test process)

indicate better accuracy than the dotted line (the accuracy of

the model’s learning process). The proposed system accuracy

was 84.78%-92.41%.

According to the test results, the proposed system proved

to be higher than the 36% accuracy of the basic SVM model

system for the 10 images classification processing. The SVM

is machine learning algorithm for pattern recognition and

data analysis. And, the basic SVM model is general model of

image processing systems.

The proposed system shows the test results on the PC and

android platforms in Figs. 9 and 10.

V. CONCLUSION

In this paper, we study the deep learning technology and

design and implement a convolution based image processing

system. The proposed system has 84.78%-92.41% accuracy

Fig. 4. Processing result by system convolution/polling/active layer.

Table 1. Performance comparison of basic and proposed system

System type Detailed structure Accuracy (%)

Proposed system Skip connection, Inception 84.78-92.41

Mostly existing systems SVM 36

Fig. 8. Accuracy of proposed system.

Fig. 5. Processing result by system optimization calculation.

Fig. 6. Processing result by system non-optimization calculation.

Fig. 7. Implementing the learning and testing process of the system.
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to 10 images classification processing and can be imple-

mented in multiple platforms. In addition, overfitting and

parameter loss of the basic system are suppressed by using

rules and initialization methods.

The proposed system has the following advantages and

functions. The accuracy of the proposed system (about 84%–

92.41%) increases more than twice the accuracy of the basic

system (about 36%) and can be set and supported on multi-

ple-platforms. The proposed system suppresses the problems

such as parameter/hardness loss, overfitting of the deep CNN

through a specific algorithm (initial value setting, normaliza-

tion) and pursues optimal accuracy.

Future research should improve the classification perfor-

mance of the proposed system for more than 100 kinds of

classification problems, and second, it should implement the

function of searching the position of objects in images. 
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