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Abstract

In this paper, we have implemented speeches that utilized the emotion information of the user’s speech and image

matching and recommendation system. To classify the user's emotional information of speech, the emotional information

of speech about the user’s speech is extracted and classified using the PLP algorithm. After classification, an emotional

DB of speech is constructed. Moreover, emotional color and emotional vocabulary through factor analysis are matched

to one space in order to classify emotional information of image. And a standardized image recommendation system based

on the matching of each keyword with the BM-GA algorithm for the data of the emotional information of speech and

emotional information of image according to the more appropriate emotional information of speech of the user. As a result

of the performance evaluation, recognition rate of standardized vocabulary in four stages according to speech was 80.48%

on average and system user satisfaction was 82.4%. Therefore, it is expected that the classification of images according

to the user’s speech information will be helpful for the study of emotional exchange between the user and the computer.
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1. Introduction

In order to effectively reflect the various requirements

of the user, researches on recommendation techniques

considering user's tendency actively conducted. An

application containing a recommendation technique is

used to predict the item that the user is interested in and

to recommend the item[1,2]. It is necessary to understand

and reflect the user’s characteristics and situation such

as personal preference and personal emotion in order to

increase the user's satisfaction.

Human emotion means a complex state that occurs

within the human body due to senses and perceptions

that respond to external physical stimuli obtained through

experience[3,4].

The speech, particularly, which is one of the emotion

information of the user, is used not only as means for

communication but also as means for conveying emo-

tion. The emotion contained in the human speech rep-

resents psychological state of the speaker and is

involved in communication with the other party. In

addition, the image, which is one of the visual infor-

mation, among a lot of emotion information is formed

in a short time and lasts for a long time in memory,

which is considered to be an important factor in suc-

cessful marketing and plays a significant role in under-

standing and interpreting human emotion[5].

Speech-based emotion recognition is a technology

that automatically recognizes emotions of a user by ana-

lyzing a user's speech signal. In particular, the speech

emotion information is information indicating the cur-

rent emotion state of the user, and is very useful for the

cultural contents service such as music recommendation

or the emotion monitoring of the user depending on the

emotion state. Recently, as the smartphone has been

popularized, it has become easier to collect and process

user's speech data, so research on emotion recognition

technology has been actively carried out[6].

There are two researches to improve the accuracy by

extracting new features or applying classification meth-

odology differently. As a new feature extraction research,

it is a technique that recognizes instant emotions with-

out determining the window size because it uses fea-

tures that reflect the characteristics of each individual
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vocalization[7]. There are techniques applying hierarchi-

cal classification methodology to apply classification

methodology differently. In this study, three classifiers

were used to classify similar emotional factors in

speech, which showed high accuracy, but only three

seconds of speech could be recognized[8]. In other

researches, male and female training models are gener-

ated, and the input voice is first classified as male and

female, and compared with training models suitable for

gender[9].

In this paper, an image recommendation system using

personal emotional information of speech is attempted

to be implemented. The emotional information of

speech was extracted and classified using the PLP algo-

rithm for the human speech, and constructed the emo-

tional DB of speech, classified the emotional information

of image. In addition, a standardized image recommen-

dation system is implemented based on emotion infor-

mation of the user by matching the keyword of the

emotional information of speech and the emotional

information of image using the BM-GA algorithm.

This paper consists of 4 chapters. The second chapter

looks into the composition and design of the suggested

system, the third chapter examines the result of system

implementation and describes the performance evalua-

tion of the implemented system and the fourth chapter

describes the conclusion of the study and future direc-

tion of research.

2. System Configuration and Design

This paper proposes a matching system based on the

user's speech information, and the human emotions are

defined as four cases: anger, hate, happiness, and sad-

ness. And it recommends images that match the emo-

tions of the individual using the BM-GA algorithm for

recommendation.

First, the measured data is extracted and analyzed by

the PLP algorithm using the microphone, and then

stored in the emotional speech DB in the defined four

steps of standardization (anger, hate, happiness, sad-

ness). Also, the emotional DB of image is arranged in

the plane of the same two-dimensional space with emo-

tional color and emotional vocabulary, and the distance

between emotional color and emotional vocabulary is

measured to determine relevant information. 

The measured information is extracted from the ver-

ification and representative emotional vocabulary using

factor analysis. This data is stored in the emotional DB

of image in four defined levels. The composed file gen-

erates automata using BM-GA algorithm and generates

personalized emotion information in order to match the

user's emotion information. Such generated emotion

information is matched with a corresponding image.

The system structure of this paper is shown in Fig. 1.

2.1. Image Emotion Information

In this thesis, RGB, a web based color mode, is used

to extract emotional information of image. 20 color

emotion models defined in ';The Meaning of Color' of

HP (Hewlett-Packard) are selected as the representative

factors, and factor analysis and correspondence analysis

were conducted through questionnaire survey of five-

point scale, and created emotional space for each color. 

To extract RGB from a specific point of an image,

RGB of each color is stored in the database in advance,

and each RGB of the color model is regarded as three-

dimensional coordinates of x, y, z in order to grasp the

degree of emotion according to the color distribution.

The color model distribution of each image is stored in

each of the 20 color model fields of the database.

The analyzed color image is transformed into a mea-

surement value of each color and expressed as a graph,

and the emotion word is matched according to the rank

having the highest measurement value[10].

237 (141 males, 96 females) were randomly selected

to measure the emotion of the emotional information of

image, and a questionnaire on emotional vocabulary of

color information' respectively. Data from question-

naires were analyzed using factor analysis and emo-

Fig. 1. The system configuration diagram.
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tional vocabulary reading program, which programmed

correspondence analysis, and the answer of the same

classification is shown in Fig. 2.

As shown in Fig. 2, the emotional element and the

emotional vocabulary are placed in the two-dimensional

space, thereby obtaining the coordinates of the emo-

tional vocabulary and the emotional element. The dis-

tance can be measured through these coordinates, which

can be viewed as the relationship of emotional factors

related to emotional vocabulary. In each coordinate, the

smaller the distance, the higher the relation (in inverse

proportion), the higher the color distribution in the

image, the higher the meaning (in direct proportion).

Equation (1) represents the equation for this[11].

(1)

The equation (1) represents the final result, which is

distance between the actual emotional vocabulary (i)

and the emotional element (k), and the numerator rep-

resents the distance between the emotional vocabulary

(i) and the emotional element (k). And the denominator

is the sum of the reciprocal of the distance to the emo-

tional vocabulary (i) and 20 emotional vocabularies.

2.2. Speech Emotion Information

In this paper, the PLP algorithm to analyze speech

information is used. PLP analysis is a technique that can

simultaneously analyze the time domain and the fre-

quency domain of a speech signal in consideration of

human hearing emotion[12]. Human hearing emotion

indicates that the human ear has different emotions

depending on the frequency when hearing the sound. In

other words, to hear the sound of the same intensity, it

means that different intensity should be given to the fre-

quency[13].

The PLP analysis algorithm is shown in Fig. 3. In

Fig. 3, the critical analysis process is a step of obtaining

the power of the Fourier-transformed signal, and the

output power of the corresponding filter is obtained by

passing through the band-specific filter.

If the speech value is input, the range of the center

frequency of the filter can be obtained by converting the

frequency as shown in equation (2). Here fs is the sam-

pling frequency.

(2)

Equivalent pre-emphasis is the process of applying

the intensity of the sound as the frequency changes. In

other words, the change in frequency at low frequency

shows a strong change in intensity, while the sensitivity

to frequency change decreases with increasing fre-

quency. By using such an equation (3) with this feature,

the values generated by each filter are pre-empha-

sized[14].

(3)

The change of emphasis finally performs the final

processing in the frequency domain through the data

compression as in equation (4). Here X(w) is the speech

signal converted into the frequency domain.
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Fig. 2. Image distance measurement emotion.

Fig. 3. PLP algorithm flow chart.
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(4)

The above-mentioned three steps are processing in

the frequency domain to find PLP parameters. This can

be expressed as equation (5).

(5)

The final PLP in the frequency domain is obtained by

inverse Fourier transform as shown in equation (5). PLP

analysis is mainly used for speaker recognition and has

a characteristic of personal speech signal. In other

words, the PLP analysis shows a lot of characteristics

such as personal intonation, tone color, and language of

a speech signal. The PLP analysis of these speech sig-

nals is considered to be an appropriate tool for person-

alized emotion recognition.

Then, the existing emotional template and the feature

data of the currently generated speech signal are com-

pared with all emotion templates using Euclidean dis-

tance as shown in equation (6).

(6)

2.3. The Proposed Algorithm

The BM-GA algorithm proposed in this paper is used

in order to recommend the data optimized for the users

(anger, hate, happiness, sadness) in four steps from the

emotional DB of speech and the emotional DB of

image.

Since the patterns in this thesis are normalized by

expressions of emotion, GA algorithm is added to the

BM algorithm among the single analysis algorithms,

and the BM-GA algorithm that weights the repetitive

emotion is used. The BM algorithm is fast because the

comparison process starts at the end of the search pat-

tern and processes it in the reverse direction, and when

non-matching characters in the input test are not present

in the search pattern, the next character can be moved

to a large extent[15].

If a non-matching character occurs in the BM algo-

rithm, the movement to the next character is determined

by the following two criteria.

A) Algo1: The characters of the text at positions that

do not match the characters of the pattern are compared

with the characters in the pattern to determine the dis-

tance of movement of the pattern for the next compar-

ison. If a text character does not exist in the search

pattern, it can be shifted by the length from the begin-

ning of the search pattern to the position of the non-

matching character.

B) Algo2: When there is a substring that already

matches the pattern in the text, it can be moved to that

position if the matched substring appears at another

position in the pattern. When text and pattern characters

do not match, skip MAX (Algo1, Algo2) characters and

perform the comparison process.

Fig. 5 defines a string pattern as a regular expression

to detect various string patterns simultaneously with a

specific keyword. The automata performs a function of

detecting a real emotional string for a keyword which

is a command stream to access the server. The repetitive

emotion detected during the string pattern matching is

stored in a separate data structure by the GA algorithm

to reduce the repetitive matching time[16].
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Fig. 4. Block diagram of personalized emotion-based

template creation. 

Fig. 5. String patten matching model.
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3. System Implementation Results and 
Performance Evaluation

In this paper, speech signal data, which is expressed

by four emotions for 10 sentences in 5 male and 5

female sentences for personalized emotion recognition

of voice, is used. And individualization of emotion rec-

ognition using speech signal is focused on lastly.

By analyzing the speech signal using PLP analysis,

the values of PLP coefficients and the spectrum in the

time domain can be obtained. In order to analyze the

characteristics of the entire speech signal with the focus

on individualization, we analyzed the characteristics of

the emotion using the PLP spectral value. When the

audio signal sampled at 16 KHz is subjected to PLP

analysis of the twelfth order, 21 spectral values are gen-

erated in each time zone.

This spectrum value can be obtained as an average

energy over all times to create a characteristic for one

speech signal. Equation (7) is an equation for obtaining

the average energy from the PLP analysis.

Here, the PLP spectrum value is represented by the

frame number of the PLP spectrum and the total num-

ber of samples of the PLP spectrum is represented.

Where Pi represents the PLP spectrum value, i is the

frame number of the PLP spectrum, and N represents

the total number of samples of the PLP spectrum.

(7)

Next, the difference between the minimum value and

the maximum value for each spectrum for all times can

be obtained as a feature of the speech signal. This can

be expressed as equation (8).

(8)

Experiments were applied to emotion recognition

using the features of these two speech signals. 

Since all speech signals are of different sizes, there

is a problem in using them as general feature analysis

data if they are used as they are. Therefore, it is nec-

essary to pre-process the data through the normalization

technique. In this paper, we use the Min-Max normal-

ization method as shown in equation (9). Where Pi

* is

the PLP spectral value of the min-max normalized

speech signal and P is the PLP spectrum value for all

frames of one speech signal.

(9)

Min-Max normalization is a normalization technique

that scales a range of values to see how large a value

is in that area. With this method, you can set the largest

value to 1 and the remaining values to a value between

0 and 1. By performing the normalization in this man-

ner, it becomes possible to obtain a characteristic of a

speech signal that is not greatly affected by the size of

the speech signal.

Table 1 shows the recognition rates for four standard-

ized vocabularies according to speech using PLP algo-

rithm. The average of 80.48% recognized the standardized

vocabulary of anger, hate, happiness, and sadness.

We also conducted 10-fold cross validation to mini-

mize the influence from learning data and ensure reli-

ability. Experimental data were divided into evaluation

data and verification data, and they were used at a ratio

of 7:3, and the system was optimized by leave-one-out

method. Table 2 shows the accuracy (unit: %) of the

verification data obtained from the experiment. Table 2

E i( ) 1
N
---- P

N

n=1 i n( )∑=

M i( ) Max Pi( ) Min Pi( )–=

Pi
* pi min P( )–

max P( ) min P( )–
----------------------------------------=

Table 1. Recognition result of speech emotion

Types of 

emotion

Number of 

data 

(count)

Number of 

recognition

(count)

Recognition 

rate 

(%)

Anger 60 48 80

Hate 11 9 81.82

Happy 27 22 81.48

Sadness 25 20 80

Total 123 99 80.48

Table 2. Performance evaluation of data

Fold No Accuracy

1 83.5

2 86.7

3 88.6

4 88.2

5 84.2

6 83.7

7 84.3

8 85.6

9 85.1

10 83.1
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shows that the average accuracy of the proposed system

in this paper is 85.3%, which shows that the accuracy

of four emotional information matching for speech

information is high.

In this paper, an image recommendation system using

personal emotional information of speech is imple-

mented as a mobile application. The image using the

recognized emotion information value by predicting the

user's preference is recommended. Fig. 6 shows the

result of implementation of emotional image recom-

mendation system based on user’s emotional intelli-

gence information implemented by the application in

this paper. (a) of Fig. 6 shows the recommended emo-

tional image and measured values, (b) is the recommen-

dation list, and (c) is the measured graph of emotional

image.

In this system, the user’s emotional information of

voice and emotional information of image are matched

according to emotion information of the user who is

standardized in four stages, and then a preferred image

according to the user’s selected pattern is searched in

the standardized database and recommended by rank.

By expressing the emotional analysis chart of the ana-

lyzed image, it was able to recommend the optimized

image to the user.

The evaluation of the recommendation result of the

system is measured by the user satisfaction of the

degree of reliability of the users who use the system

based on emotional information because of the charac-

teristics of the subjective emotional information. To do

this, 20 sample users were selected and four emotional

keywords were presented, and the satisfaction of the

search results was evaluated based on them. 

As shown in Fig. 7, the sample user satisfaction rate

of the emotion information of the retrieved images was

82.84%. This proves that the proposed emotion-based

search result is relatively similar to the emotion felt by

real people.

4. Conclusions

In this paper, we propose an image recommendation

system using user’s emotion information. We extracted

and classified the speech emotion information using the

PLP algorithm for the user’s speech, constructed the

voice emotion DB, classified the emotion color and

emotional vocabulary through the factor analysis into

one space and classified the image emotion information.

Fig. 6. Implementation result of emotional image recom-

mendation system.

Fig. 7. User satisfaction of implemented system.
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In addition, we tried to implement a standardized image

recommendation system based on matching emotional

information of users by matching each keyword by

using BM-GA algorithm for speech emotion informa-

tion and image emotion information. 

Therefore, we standardize the user’s emotional and

image sensory information in four stages (anger, hate,

happiness, sadness) and acquire and recognize speech

and emotional information of image to extract reliable

data. Algorithm, factor analysis, and correspondence

analysis. By using the acquired emotional information

and recommending an image suitable for each individ-

ual, we have implemented a service for recommending

images according to user’s emotional sensibility.

As a result of the performance evaluation, recognition

rate of standardized vocabulary in four stages according

to speech was 80.48% on average and system user sat-

isfaction was 82.4%. Therefore, it is expected that the

classification of images according to the user 's speech

information will be helpful for the study of emotional

exchange between the user and the computer.

Future research needs to analyze and study various

algorithms to improve the recognition rate as shown in

the emotional recognition of speech results. Therefore,

a system with more stable recognition rate is attempted

to be implemented by using emotion extracted through

facial expression and speech.
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