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Abstract 
 

Image and video dehazing is a popular topic in the field of computer vision and digital 
image processing. A fast, optimized dehazing algorithm was recently proposed that 
enhances contrast and reduces flickering artifacts in a dehazed video sequence by 
minimizing a cost function that makes transmission values spatially and temporally 
coherent. However, its fixed-size block partitioning leads to block effects. The temporal 
cost function also suffers from the temporal non-coherence of newly appearing objects in a 
scene. Further, the weak edges in a hazy image are not addressed. Hence, a video dehazing 
algorithm based on well designed spectral clustering is proposed. To avoid block artifacts, 
the spectral clustering is customized to segment static scenes to ensure the same target has 
the same transmission value. Assuming that edge images dehazed with optimized 
transmission values have richer detail than before restoration, an edge intensity function is 
added to the spatial consistency cost model. Atmospheric light is estimated using a 
modified quadtree search. Different temporal transmission models are established for 
newly appearing objects, static backgrounds, and moving objects. The experimental results 
demonstrate that the new method provides higher dehazing quality and lower time 
complexity than the previous technique. 
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1. Introduction 

With the development of industry, the warming of the climate, the accelerated process of 
urbanization and the increasing of population density, the haze weather have been 
produced in many parts of the world. Haze weather not only affects people's physical health, 
but also has become the invisible killer of video surveillance. Haze removing is the 
technology which eliminates the impact of haze from the image or video, and restores the 
clear image. Because the dehazed image contains more information and is more visually 
pleasing, restore the true image from the fog-impaired version has important academic and 
practical significance. 

For the natural scene images, the fog density is closely related to the depth information 
of the scene. Early haze removal methods mainly rely on additional depth information or 
multiple observations of the same scene [1-7]. These methods are relatively stable by using 
additional information such as depth maps or optical transmission maps. But the depth 
information of the scene is always unknown, which needs to be manually obtained and thus 
brings a certain degree of difficulty and challenge to the dehazing algorithm. The visible 
light has a wavelength range of 400-700nm whereas, NIR has a wavelength ranging 
700-1100nm. Because of the higher wavelength, NIR light is scattered less than visible 
light and can capture more details of distant objects, image dehazing using visible and 
near-infrared (NIR) image pair has seen growing interest in last decade for improving 
visibility in landscape photographs [8-12]. Usually these frameworks exploit the 
dissimilarity between visible and NIR images for atmospheric light or depth map 
estimation. However, with the constraints of algorithm complexity and the performance of 
digital camera modules, they are not widely used in real-time video dehazing applications.  

In recent years, image dehazing using single visible image has been extensively studied 
to overcome the limitations of multi-image de-fogging methods. These algorithms take 
advantage of strong assumptions or limitations to remove fog in an image. By assuming 
that the surface shading of the objects and the scene albedo are locally statistically 
uncorrelated, Fattal et al. de-fog the hazy image based on the local statistics in [13]. The 
actual scene is restored by dividing the hazy image into regions of constant albedo, which 
result in sufficient color information is required. But when objects are far from the camera, 
there exist a certain degree of mist. By assuming that haze-free image has a higher contrast, 
Tan et al. enhance the hazy image by maximizing local contrast [14]. Although this method 
is successful in regions with very dense haziness, the color of the haze-free image is often 
oversaturated. By describing an image as a factorial Markov random field, in which the 
scene albedo and depth are two statistically independent latent layers, Kratz et al. 
implement a canonical expectation maximization algorithm to factorize the image and thus 
recover haze-free images with fine edge details [15]. The output images by Kratz et al.'s 
algorithm sometimes are over-enhanced.  Tarel et al. propose a novel single image 
dehazing algorithm based on a new filter which preserves edges and corners with obtuse 
angle as an alternative to the median filter [16]. The main advantage of this algorithm is its 
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speed since its complexity is only a linear function of the input image size. 
In recent years, an effective single visible image haze removal method using the dark 

channel prior has achieved great progress in theory and practice [17]. The dark channel 
prior is based on the following observation about outdoor haze-free images: in most of the 
non-sky patches at a given image, the pixel intensities are very low on at least one color 
channel, some even close to 0. Defined as the color of the most haze-opaque region, the 
atmospheric light A  plays a very important role in the dehazing effect. He et al. are the 
first to estimate the atmospheric light based on dark channel prior. The top 0.1% brightest 
pixels in the dark channel, which are usually the most haze-opaque, are first selected. 
Among these pixels, the pixels with the highest intensity in the image are selected as the 
atmospheric light. Second, the transmission is estimated depending on the value of the 
atmospheric light. This atmospheric light estimation method has very low complexity. 
However, objects that are brighter than the atmospheric light may lead to an undesirable 
selection of the atmospheric light. Therefore, many researchers have improved 
atmospheric light estimation methods based on He et al.'s method. In order to obtain more 
accurate values of atmospheric light, Xiang et al. select the 0.2% brightest pixels in the 
dark channel of the input image [18], and Wang et al. propose a single image dehazing 
method that is based on a physical model and the dark channel prior principle [19]. The 
atmospheric light value is estimated based on a variogram, which slowly weakens areas in 
the image that do not conform to the dark channel prior. This method overcomes the 
deficiency of the dark channel prior, and reduces the influence of white objects or sky areas 
on the whole image. The atmospheric light is estimated based on the bright channel prior of 
an input image, which corresponds to the dark channel prior, in [20]. Morphological 
processing is performed on gray-scale images to eliminate the effect of white objects in  
[21], but the method tends to corrupt edges. Kumari et al. first remove larger areas of white 
objects using a gray-scale erosion and dilation operation to calculate the atmospheric light. 
The gray-scale opening operation smooths the gray-scale and the white target is eliminated, 
but it also blurs edges. Shin et al. propose an approach to calculate atmospheric light values 
based on adaptive temporal averaging between adjacent frames to avoid flickering artifacts 
in a video sequence [22]. 

Although many dark channel prior-based dehazing algorithms have achieved good 
performance, these dehazing algorithms still have some problems. The first problem is that 
an image dehazed using the dark channel prior may suffer color bias to a certain extent. 
One of the causes is that optical transmission is wavelength-dependent. Because of 
Rayleigh's law, scattering is more intense in the blue band, which makes the dehazed image 
appear to have deeper bluish hue. Second, when some objects are brighter than the 
atmospheric light, prior-based dehazing algorithms fail to estimate the transmission 
correctly. Because the white regions in the image do not meet the dark channel prior 
assumptions, the hue of these regions is a relatively deeper yellow hue after dehazing. 
Third, a series of algorithms based on the dark channel prior are very sensitive to adjustable 
parameters such as window size and transmission estimation threshold selection. The 
proper values of all these parameters must be set by experience to achieve a good dehazing 
effect. Fourth, to extend an image dehazing algorithm to video, it is necessary to address 
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challenges such as computational efficiency, spatial consistency, and temporal coherence, 
which is not a trivial task [23–30]. 

The amount of video data in a sequence is much larger than that of a single image, so the 
computational efficiency must be improved to ensure real-time video dehazing. To 
maintain spatial consistency, it is necessary to handle the intra-frame discontinuities in the 
video. Maintaining the temporal coherence is also an important element for video haze 
removal. If the continuity between the video frames is not considered and the image 
dehazing algorithm is just applied to the video frame-by-frame, it may break the temporal 
coherence and produce a restored video with severe flickering artifacts. In order to solve 
the problem of inter-frame temporal coherence, Zhang et al. [23] first extract the 
transmission map frame-by-frame using the dark channel prior model, then estimate the 
forward and backward optical flow between two neighboring frames to find matching 
pixels. Next, flow fields are used to build an MRF model to refine the transmission map, 
which is ensured to improve the spatial and temporal coherence. Xiang et al. [18] use the 
dark color prior to obtain the transmission map of each frame image, and then use a block 
matching technique to match the corresponding blocks between adjacent frames. They then 
use a weighted mean filter to refine the final transmission map. Optical flow fields or block 
matching technology can ensure the continuity of video frames to a certain extent, but their 
computational complexity is high. 

Kim et al. propose a method based on a cost function to optimize video dehazing that can 
reduce the loss of information as much as possible while increasing the contrast of the 
image [24]. First, by exploiting the fact that the variance of pixel values is generally low in 
hazy regions, e.g., sky, they propose a hierarchical search method based on a quad-tree 
subdivision to choose the atmospheric light that is as bright as possible. Second, in order to 
maintain spatial consistency of the video frame, they use an intra-frame cost function to 
calculate transmission based on a fixed-size block segmentation. Finally, the similarity 
probability model between the adjacent frames of the pixels at the same location is 
established and solved to ensure temporal coherence between adjacent frames. Kim et al.'s 
algorithm is capable of removing haze effectively and restoring images faithfully, even in 
real time.  However, there are still some problems yet to be resolved. The partition mode of 
fixed-size blocks may lead to the same target being separated into different blocks or 
different targets can be merged in the same block, which violates the assumption that the 
scene radiance of the same object is invariant between adjacent frames. Hence, the restored 
image resulted by the fixed block processing in the transmission estimation is not 
sufficiently natural. The temporal coherence of a newly appearing object or a quickly 
moving target is still not retrieved using the same position between adjacent frames, which 
leads to deviation in the transmission estimation. 

In this work, we propose a fast video dehazing algorithm based on spectral clustering. 
The proposed algorithm is based on Kim et al.'s method. To avoid block artifacts and 
improve the subjective appearance, spectral clustering is customized to segment static 
scenes in order to ensure the same targets are partitioned into the correct category. The 
transmission rate of each category is calculated assuming that all rates are all equal. To 
alleviate blurring of the restored image caused by video dehazing, we add an edge intensity 
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function to Kim et al.'s total cost function because the edge is clearer after dehazing. 
Furthermore, for video dehazing, assuming that the scene radiance of an object is highly 
consistent along its motion trajectory, we use the corresponding position rather than the 
same position in the temporal coherence cost function. The experimental results 
demonstrate that the restoration performance of the proposed method yields higher quality 
images and is more robust than the approach of Kim et al. 

This paper is organized as follows: Section 2 briefly reviews the dehazing principles and 
related technologies. Section 3 presents the proposed dehazing algorithm. The experiment 
results are presented in Section 4. Finally, Section 5 concludes the paper. 

2. Related Work 

2.1 Dehazing principles 
The haze image model is widely used in computer vision [13,14,17,24] and is described as 
follows: 
                                                   ( ) ( ) ( ) ( )( ), ,

T
r g bJ x J x J x J x=                                                   (1) 

where ( ) ( ) ( ) ( )( ), ,
T

r g bJ x J x J x J x=  and ( ) ( ) ( ) ( )( ), ,
T

r g bI x I x I x I x=  denote the original 

and the observed ( ), ,r g b  colors at pixel position x , respectively, and ( ), ,r g bA A A A=  

is the global atmospheric light that represents the ambient light in the atmosphere. ( )t x  is 
the transmission of the reflected light, which is between 0 and 1 and determined by the 
distance between the scene point and the camera. For deriving the original image ( )J x , 

which is desired to be obtained by haze-free techniques, under ( )I x  being known, the 

atmospheric light A  and transmission ( )t x are needed to be properly estimated. 

2.2 Related dehazing technology 
The dehazing technologies, which only use a single foggy image instead of additional 
depth information or multiple observations of the same scene as input, have important 
significance in practical application. Two representative algorithms are introduced below 
in detail. 

2.2.1 Dehazing algorithm based on dark channel prior 
He et al. [17] first propose the dark channel prior by the statistics of the haze-free outdoor 
images. The rule can be described as: in most of the non-sky patches, at least one color 
channel has some pixels whose intensities are very low. For image ( )J y , the dark prior can 
be describe as:  

( ) ( , , )
( ) min ( min ( )) 0dark c

y x c r g b
J x J y

∈Ω ∈
= →                                                   (2) 
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where cJ is a color channel of ( )J y and ( )xΩ is a local patch centered at x . darkJ is the 
dark channel map of image ( )J y . 

Defined as the color of the most haze-opaque region, the atmospheric light, A, plays a 
very important role in the dehazing effect. A number of atmospheric light estimation 
methods have been proposed based on dark channel prior [18-21]. After the atmospheric 
light A is estimated, the restored scene radiance ( )J y depends on the selection of the 
transmission t . He et al. used the atmospheric scattering model of Eq. (1) to estimate the 
transmission t . 
First, the haze imaging equation (1) is first normalized by A : 

           
( ) ( )( ) 1 ( )

c c

c c
I x J xt x t x

A A
= + −

       
(3) 

Note that each color channel is normalized independently. 
On assuming that the transmission ( )t x



 in a local patch ( )xΩ  is constant, Eq. (4) is derived 
by applying the two minimum operators to both sides of Eq.(4).   

( ) ( )

( ) ( )min (min ) ( ) min (min ) 1 ( )
c c

c cy x c y x c

I y J yt x t x
A A∈Ω ∈Ω

= + −
−−

                                 
(4) 

As a haze-free image, the dark channel of J is close to zero according to the dark channel 

prior:
  

( )
( ) min (min ( )) 0dark c

y x c
J x J y

∈Ω
= =

                                                 (5) 

As cA is always positive, this leads to 

( )

( )min (min ) 0
c

cy x c

J y
A∈Ω

=
                                                          

(6) 

So the transmission ( )t x
∧

 is estimated simply by: 

( )

( )( ) 1 min (min )
c

cy x c

I yt x
A

∧

∈Ω
= −

                                            
(7) 

Dark channel prior theory can be widely applied to non-sky areas, but the required 
conditions do not always hold for areas of sky. But fortunately, the color of the sky in a 
hazy image I  is usually very similar to the atmospheric light A . So, the prior of the sky 
region is proposed by Wang et al. [19] as: 

         ( )

( )min (min ) 1
c

cy x c

I y
A∈Ω

→
                                             

The estimated t
∧

  by Eq. (7) for the sky regions is indeed close to zero, which conforms  
to the observation that the sky is infinitely distant and its transmission is indeed close to 
zero, so Eq. (7) gracefully handles both sky and non-sky regions and does not need to 
separate the sky regions beforehand. 
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In practice, even on clear days, the atmosphere is not absolutely free of particles. Hence, 
haze still exists when we look at distant objects. Moreover, the presence of haze is a 
fundamental depth scene cue for humans [25-26]. This phenomenon is called aerial 
perspective. For this reason, He et al. introduced a constant parameter (0 1)ω ω< < into Eq. 
(7): 

         ( )

( )( ) 1 min (min )
c

cy x c

I yt x
A

ω
∧

∈Ω
= −

                                               
(8) 

where the value of ω  is generally set to 0.95. 

The estimated transmission map ( )t x
∧

 is refined by applying the soft matting method  
[27]. Since the complexity of this algorithm is high, and then a variety of improved 
methods, such as the bilateral filtering algorithm and oriented filtering,  are put forward in  
[17, 24, 28-29]. 

After the atmospheric light A and the transmission map ( )t x
∧

 are found, the final 
dehazed image is can be recovered according to Eq.(1) as: 

                                                   ( ) ( )
( )

I x A
J x A

t x
∧

−
= +                                               (9) 

When the transmission ( )t x
∧

is close to zero, the directly recovered scene radiance J  is 
prone to containing noise. Hence, Wang et al. [19] restricted the transmission by a lower 
bound 

0t  to preserve a small amount of haze in the sky area. The final scene radiance ( )J x  
is recovered by 

                                                 ( ) ( )

( ) 0max ,

I x A
J x A

t x t
∧

−
= +

 
 
 

                                          (10) 

                                                                                     
 

where 0t  is normally set to 0.1. 

2.2.2 Dehazing algorithm based on cost function 
He et al.'s dark channel prior has been adopted and improved in many algorithms, but these 
algorithms suffer from huge computational complexity and flicker effects on restored 
videos if they are simply extended to video images [23,30]. To ensure time continuity 
between frames while achieving a high computation speed, a fast dehazing algorithm for 
images and videos based on the optimized contrast enhancement is proposed by Kim et al.  
[24]. Assuming that a haze-free image has a higher contrast ratio than the hazy image, Kim 
et al. aim to maximize the contrast meanwhile alleviating the information loss in static 
image. The main steps of this algorithm are described as follows. Firstly, by recursively 
dividing an image into four smaller regions and selecting the region with the brightest pixel 
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value, the atmospheric light is chosen within the optimal region. Secondly, the image is 
divided into non-overlapping 32 32× sized blocks. On assuming that scene depths are 
locally similar, a cost function E  is designed for each block to maximize the contrast and 
alleviate the information loss simultaneously. A single transmission value for each block 
B  is found by optimizing the designed cost function. The block-based transmission values 
are then refined into the pixel-based ones using an edge preserving filter. Finally, given the 
transmission map and the atmospheric light, the scene radiance is restored from the input 
hazy image. For video dehazing, Kim et al. further add the temporal coherence cost 

temporalE to E  to ensure the time continuity between frames. The specific ideas of this 
algorithm are described as follows. 

A. Static image dehazing 
To not only enhance contrast but also reduce information loss, Kim et al. design a contrast 
cost function contrastE and an information loss cost function lossE for each divided 
block B of an image, and then minimize the two cost functions simultaneously. 

Contrast cost  contrastE  is defined as the negative sum of the mean square error (MSE) 
contrasts for three color channels of each block B  as follows: 

( )

{ }

( )

{ }

2 2

2, , , ,

J P J I P I ccc c
Econtrast NB t Nc r g b p B c r g b P B B

− −   
   − −
   
   = − = −∑ ∑ ∑ ∑

∈ ∈ ∈ ∈

                          (11) 

 
where CJ  and CI  are the average values of ( )CJ p  and ( )CI p  in B , respectively, and 

BN is the number of the pixels in block B . In fact, minimizing contrastE  equals maximizing 
the MSE contrast. 

Information lost cost lossE for block B is defined as the squared sum of truncated values. 

( ){ }( ) ( ){ }( )
{ }

2 2
min 0, max 0, 255

, ,
E J P Jc Ploss c

c r g b P B

 
 
 

= − + −∑ ∑
∈ ∈

                       (12) 

Here, the terms ( ){ }min 0, CJ p and ( ){ }max 0, 255CJ p −  denote the truncated values due to the 
underflow and the overflow, respectively.  

For block B , the optimal transmission t∗ is derived by minimizing the overall cost 
function E . 

E E Econtrast loss lossl= +                                                    (13) 
where lossl is a weighting parameter that controls the relative importance of the contrast 
cost and the information loss cost. 

For estimating the transmission more reliably, a single constraint is added to the 
optimizing cost function: 
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{ }

( )
{ }

( )max min min , max max
255, , , ,

I p A I p Ac c c ct
A Ac r g b p B c r g b p Bc c

    − − ≥     
− −∈ ∈ ∈ ∈     

                 (14) 

 
The first term in Eq.(14) is the same constraint that is employed as the dark channel prior in 
the He et al.'s algorithm [17]. However, when some objects are brighter than the 
atmospheric light, He et al.'s algorithm fails to estimate the transmission correctly. The 
second constraint in Eq.(14) is to prevent the overflow of restored pixel values. 

B. Video dehazing 

By minimizing the cost function in Eq.(13), the optimal transmission 0t
∗  for each block in 

the first frame is found. Assuming that the scene radiance of an object point is invariant 
between adjacent frames, a temporal coherence cost temporalE is added to the total cost 

function E in Eq. (13). For subsequent frames, the optimal transmission tk
∗  of each block 

is obtained by minimizing the augmented cost function  
E E E Econtrast loss loss T temporall l= + +                                                 (15) 

where Tλ  is a weighting parameter  which is determined by considering the trade-off 
between flickering artifacts and the qualities of individual frames. The temporal coherence 
cost temporalE is defined as follows.  

First, based on the differential image between the two frames, a simple probability 
model ( )pkω is introduced to represent the likelihood that two pixels match. 

( )
( ) ( )( )21

exp 2

k kI p I pY Y
pkω

σ

 −− 
 = −
 
 
 

                                                (16) 

where ( )k
YI p is the pixel value of Y component at p  point in kth frame.σ controls the 

variance of the probability model and is empirically set to 10. 
 Second, assuming that a linear relationship exists between the transmission ( )kt p  in 

the current frame and the transmission ( )1kt p− in the previous frame, the temporal 

coherence factor ( )k pτ is given by  

( )
( )
( )1

kI p AYYpk kI p AYY
τ

−
=

− −
                                                           (17) 

 
Then, the temporal coherence factor kτ for block B is then defined as  
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( )
( ) ( )

( )
k kp B

k
kp B

p p
p

p

ω τ
τ

ω
∈

∈

=
∑
∑

                                                (18) 

The block similarity between the two frames is defined as 

( )1
k kp B

B

p
N

ω ω
∈

= ∑                                                     (19) 

Finally, the temporal coherence cost is defined as  

( )2

1temporal k k k kE t tω t −= −                                                   (20) 

An additional weight kω  is introduced into the squared difference term  in the 

temporalE to overcome the problem that the squared difference cannot exactly reflect the 
similarity between the corresponding blocks in the current and previous frames when a 
scene change occurs or a new object appears. By minimizing total cost function E , the 
optimal   transmission is obtained, which not only reduces the flickering artifacts in a 
dehazed video sequence by making transmission values temporally coherent but also 
enhances the contrast. In addition, based on the fact that the variance of pixel values is 
generally low in hazy regions, e.g. sky,  Kim et al. estimate an atmospheric light for a video 
by a quad-tree subdivision hierarchical searching method, which can avoid the influence of  
the brighter object on the selection of atmospheric light. Experimental results demonstrated 
that Kim et al.'s  algorithm can effectively removes haze and is sufficiently fast for 
real-time dehazing applications. 

Kim et al.'s algorithm still has some problems: the fixed-size block partitioning mode 
means that the same target can be divided into different blocks or different targets are 
grouped in the same block. However, in reality, the transmissions of the same target in a 
frame or at the two consecutive frames are same or similar. If fixed-size blocks are used, 
the estimated transmission of the same target will inevitably become biased, resulting in a 
restored image is not sufficiently real. In addition, the linear relationship of corresponding 
block transmissions between consecutive frames does not hold when a scene change occurs 
or a new object appears. Hence, the temporal coherence function is not suitable in this case. 
We instead adopt some mechanisms to improve the accuracy of the subsequent 
transmission estimation. First, to ensure that the same target has the same or similar 
transmission, a reliable segmentation of the static scene is done by spectral clustering. 
Second, when a scene change occurs or new object appears, the temporal coherence cost is 
omitted from the total cost function to avoid unnecessary calculations because the premise 
does not hold at this time. Kim et al.'s temporal coherence function is further simplified to 
adapt to the case when temporal coherence exists between consecutive frames. Third, 
assuming that a haze-free image has stronger edges than a hazy one, we add an edge 
enhancement term to the total cost function for image deblurring.  The specific algorithm is 
described in detail below. 
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3. The Framework of Dehazing Algorithm Based on Spectral 
Clustering 

3.1 The Framework of Dehazing Algorithm 

 
Fig. 1. The diagram of the proposed video dehazing 
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Fig. 1 shows the block diagram of the proposed dehazing algorithm. Using spectral 
clustering, the first frame of the input hazy video is segmented into different classes. The 
spectral clustering results are used to estimate atmospheric light A  first and then establish 
the spatial coherence transmission model. Because the proposed dehazing algorithm is 
based on a static background, the spectral clustering segmentation results and atmospheric 
light obtained in the first frame can be applied to later frames. Afterwards, for subsequent 
images, the moving targets are detected using the inter-frame difference. The spatial 
consistency transmittance model is built for newly appearing targets without references in 
the previous frames. There exists a counterpart in the previous frame, the transmission 
model with time-space coherence is created for static background or a moving target that 
appears continuously. Assuming that scene depths are similar within a category, the 
class-based optimal transmissions are obtained from solving their respective models. These 
transmission values are further refined into the pixel-based ones by a guided filter [31]. 
Given the transmission map and the atmospheric light, the dehazed video can be restored 
from the input hazy images. The key technologies are described below. 
 

3.2 Class Segmentation Based on the Spectral Clustering 
The dehazing results of Kim et al.'s transmission estimation based on fixed block 
partitioning is shown in Fig. 2. The upper left red rectangle in the restored image indicates 
where a building and green belt below it are grouped into the same block, which results in a 
silvery mist over them. The lower right red rectangle shows an undesired block artifact 
resulting from the river being divided into different blocks. Transmission estimation based 
on fixed size block division destroys the spatial consistency of the image and adds pixel 
bias to the dehazed image. Hence, to improve the transmission estimation accuracy, a more 
accurate image segmentation method is necessary. Image segmentation essentially 
involves finding clusters in the high-dimensional space of the pixels. Compared to 
traditional algorithms such as K-means or single linkage, spectral clustering has many 
fundamental advantages [32]. It is very simple to implement and can be solved efficiently 
by standard linear algebra methods. A multiple time spectral clustering algorithm is used 
by Qin et al. to construct a basis matrix, and then regression-based foreground detection is 
executed using the background basis [33]. In this paper, we attempt to use a spectral 
clustering well designed to separate the static scene into different classes and then to 
estimate class-based transmissions. The principle of spectral clustering algorithm and its 
application of image segmentation are described below. 
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Fig. 2. Dehazy effect by using of Kim et al's transmission estimation based on fixed block partition 
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Fig. 3. The flowchart of spectral clustering algorithm 
The spectral clustering algorithm flowchart is listed in Fig. 3. The main steps can be 
summarized as follows.  
Step1:  For the first frame Iw h× ( w and h denote the width and height of the image, 

respectively), let ( ),G V E= be an undirected graph where the vertex set 

{ }, , , ,1 2V v v v n w hn= = × stands for all pixels in Iw h× and the edge set E   
denotes the spatially neighboring pixel pair set.  

Step2: The weighted adjacency matrix ( )
, 1,2, ,ij i j n

W w
=

=


of the graph G is constructed 

using a designed similarity function. The element wij represents the similarity 

between two vertices iv  and jv . The similarity function is chosen based on the 
fact that the pixel differences in both position and luminance are very small within 
an object. To be more suitable for scene segmentation requirements, both the 
distance and luminance differences between two vertices iv and jv are considered 
simultaneously as follows: 
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where ( )F i and ( )X i represent luminance and position of the ith  pixel in image 

w hI × , respectively. 1σ  and 2σ  adjust the proportion of the two terms in Eq. (21), 
here  they are set as 1 0.3σ = , 2 0.7σ = . 

Step3: After the symmetric and non-negative matrix W  is formulated, a diagonal matrix 
D is formed whose ( ),i i th element is the sum of the 'W s  i th  row element 
denoted as id .  

1
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                                                        (22) 

The unnormalized graph Laplacian matrix 'L  is defined as 'L D W= − , and the 
normalized Laplacian matrix L is derived by Eq.(23). 

( )'1 1 1 1 1 1
2 2 2 2 2 2L D LD D D W D I D WD− − − − − −= = − = −                      (23) 

Step4: The objective of clustering is to separate pixels of image w hI ×  into different 
groups according to their similarities. Given a graph G  and W , the simplest and 
most direct way to construct a partition,  formed of   sets , , ,1 2A A Ak ,  is as 
follows. If ,A A i ji j∩ = ∅ ≠ and 1 2A A A Vk∪ ∪ ∪ = , then the pixels within 

the same cluster are similar to each other (which means that within-cluster 
similarity should be minimized) and pixels in different clusters are dissimilar from 
each other (which means that between-cluster similarity should be maximized). 
The normalized cut (Ncut) was proposed by Shi and Malik to solve the min-cut 
problem [34], which is NP-hard and highly complex. To implement the partition in 
practice, the first k eigenvectors of the normalized Laplacian matrix L are 
computed, which denote as 1 2, ,, kv v v



. 

Step5: Let n kH ×  be the matrix containing the vectors 1 2, , , kv v v  as columns. 
Step6: For 1, 2, ,i n=  , let yi be the vector which corresponds to the i th  row element of 

H . 
Step7:  Each row of matrix iy  represents a sample that corresponds to a pixel in the input 

image. According to the number m of artificially set classes, K-means algorithm is 
used to cluster { }1 2, , , ny y y  to obtain cluster centers denoted as 1 2, , , mC C C . 
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After all the samples are associated with one of the cluster centers 1 2, , , mC C C , the 

clustered classes 1 2, , , mA A A are derived with { }A j y C
i j i
= ∈ . Because a pixel 

corresponds to a row element of the matrix H , this decides the  category  to which each 
pixel belongs. 

B. Image Clustering Segmentation Results  

To reduce the complexity, the first frame of the video, namely w hI × , is down-sampled to 

w hI
− −× , its width and height are 

1
w w s− = and 

2
h h s− = , respectively. 1s and 2s are 

down-sampling rate, here 1 2 2s s= = . The Y  components of w hI
− −×  in YUV color space, 

denoted by Y

w hI
− −× , are extracted and used as the input image for spectral clustering. The 

number of clusters are initialized to m  , which can be adjusted according to the scene 
content. The spectral clustering for the image Y

w hI
− −×  is performed as follows:  

 
                                                                    (a) 
 
 
 
 
 
 
 
 
 
     
 
                                                                       

  (b) 
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                                                                  (c) 

Fig. 4. The hazy images and the corresponding clustering segmentation maps, (a) Hazy images for 
"Shade Avenue"(left column) and "Riverside"(right column), (b) K-means clustering segmentation 

maps and (c) Spectral clustering segmentation maps. 
 

First, The image Y

w hI
− −× is mapped to a weighted undirected graph ( ),G V W . Each 

vertex ( )1,2, , ,iV i n n w h− −= = ×  corresponds to a pixel ip  of Y

w hI
− −× , and an edge 

element ijw  in adjacency matrix n nW ×  represents the similarity between a pixel pair 

( ),i jp p .  Diagonal matrix D and Laplacian matrix 'L  are obtained from the adjacency 

matrix n nW × . After 'L is normalized to norL ,  the singular value decomposition ( SVD ) is 
done for norL and the eigenvalue matrix n kH × is constructed by containing the first 
eigenvectors 1 2, ,, kv v v



of norL as columns. Each row element of H  is qualified according 
to the cluster centers, and the class that each sample belongs to is obtained. Because each 
pixel corresponds to a row element, this determines the category of each pixel. Spectral 
clustering segmentation matrix m

w hS
− −× consists of the categories of all the pixels of Y

w hI
− −× . 

m
w hS
− −× is upsampled to m

w hS × , which  indicates the classification results of  the input hazy 
image.   

In order to evaluate the effect of the spectral clustering algorithm, K-means clustering is 
also performed for the segmentation of the down-sampled image Y

w hI
− −× , the  

segmentation effect maps of the two clustering algorithms are figured as follows. Fig. 4 
shows the hazy image and the corresponding segmentation maps of "Shade Avenue" image 
and "Riverside" image in left column and right column, respectively. Fig. 4(a) shows the 
input hazy images. Fig. 4(b) shows the segmentation maps resulted from K-means 
clustering and Fig. 4(c) shows the segmentation maps resulted from the proposed spectral 
clustering. Here, different colors are used to highlight different classes. Given the scene 
content, the numbers of segmentation categories are seven and six for "Shade Avenue" and 
"Riverside" respectively. Experimental results show that the spectral clustering method has 
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a more satisfying segmentation performance in subjective visual effect. Take "Shade 
Avenue" image, for example, as shown in the left column of Fig. 4(b), even though the 
distances are different, some trunks and ground with similar pixel values are grouped into 
the same category by K-means clustering, which are marked with white color; some of 
them are divided into another category, which are marked with red color. Through 
considering of difference of both distance and brightness of pixels simultaneously, the 
spectral clustering improves the performance of image segmentation. As shown in the left 
column of Fig. 4(c), the same targets are basically divided into the same category. For 
example, the walking people is not only distinguished clearly from the surrounding 
environment, but also grouped with the green trees at the same distance, as marked with 
white color. Take "Riverside" image for example, K-means algorithm clusters the regions 
with different distances into a category, which are marked as red color in the right column 
in Fig. 4(b). In the right column in Fig. 4(c), sky, building, green vegetation, and small lake 
of the "Riverside" image are all fairly well separated from each other, and the regions with 
similar distances most likely to be classified into one same category. 

The next step is to build the transmission estimation model by using these segmentation 
results and calculate the transmittance map of each frame 

3.3 Atmospheric Light Estimation Based on Spectral Clustering Results 
Atmospheric light A  is often considered as the brightest color in an image, as a large 
amount of haze causes a bright color. However, objects, which are brighter than the 
atmospheric light, may lead to undesirable selection of the atmospheric light. By exploiting 
the basic fact that the variance of pixel values is generally low in hazy regions, e.g. in sky, 
Kim et al. propose a hierarchical search method based on a quad-tree subdivision to choose 
the atmospheric light that is as bright as possible. The method is consistent with our general 
understanding of atmospheric light. The computational complexity linearly increases with 
the number of recursive quad-tree subdivisions. In order to further reduce the 
computational complexity, the optimal class is selected from the spectral segmentation 
maps m

w hS × and atmospheric light within it is estimated. The specific steps of the algorithm 
are given below. Adopting the idea from Kim et al., we first define the score of each class 
as the average pixel value subtracted by the standard deviation within the category. We 
then select the class with the highest score as the optimal class. Because the shape of each 
class may be irregular, the recursive quad-tree subdivision criterion is not applicable here. 
A certain number rectangular blocks with their area larger than a certain threshold are 
selected randomly from the optimal class and the block with the highest score is selected as 
the candidate block. Within the candidate block, we can divide it further into four smaller 
regions and repeat this process until the size of the selected region is smaller than a 
pre-specified threshold. Finally, we choose the color vector that minimizes the 
distance ( ( ), ( ), ( )) (255,255,255)r g bI x I x I x −  as the atmospheric light. As compared with 
Kim et al.'s method, the proposed method can save 18% time for a 640 480×  sized color 
image.  
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3.4 Transmission Estimation Based on Spectral Clustering Results 
Because the proposed dehazing algorithm is based on a static background, only the first 
frame of the input hazy video is segmented into different classes using spectral clustering. 
Assuming that each class has the same transmission rate, class-based transmission 
estimation is done for the first frame and subsequent frames of the input hazy video by 
solving different transmission models. Without previous frame or the references in the 
previous frames, the spatial consistency transmittance model is built for all the categories 
in the first frame and newly appearing objects. Because the counterpart exists in the 
previous frame, the time-space coherent transmission model is established for the static 
background or moving objects that appear continuously. The transmission values are then 
obtained by optimizing the corresponding model. The specific transmission models are 
presented bellows. 

A. Spatial Consistency Transmittance Model 
When the dehazing is processed, Kim et al. consider to enhance the contrast of the image 
and to reduce the information loss, but they ignore the fact that the contours and shapes of a 
fog-free image are clearer than those of a hazy-image. The effect of different transmittance 
on edge strength is illustrated below. 

 

 
(a)                                  (b)                               (c)                                   (d) 

Fig. 5. Edge images and gray images within a specific category of "Riverside" image at different 
transmission rates: (a) Edge images at the transmission rate is initialized to 0.3, (b) Edge images 
when the transmission parameter is the optimum value, (c) gray images correspond to (a) and (d) 

gray images correspond to (b). 
 

Fig. 5 shows the effect of different values of transmission t  on the edge and gray images 
within a specific category. Fig. 5(a) and Fig. 5(b) show the edge images when the 
transmission t  is initialized to 0.3 and is optimized, respectively. Fig. 5(c) and Fig. 5(d) 
are the corresponding gray image of Fig. 5(a) and Fig. 5(b), respectively. These images 
show that there are great differences between the edge images restored by different 
transmission values for the hazy image within a particular category. Compared to the edge 
and gray images which derived by the original transmission value, the edge image restored 
with the optimized value is richer in detail and the corresponding gray image is clearer. 
Hence, we conclude that the richness of the edge can reflect the effect of dehazing. That is, 
the more detail there is in an edge image, the more accurate the transmission value is. 
Therefore, we modify Kim et al.'s optimal cost model to form a new spatial consistency 
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transmittance model. We estimate the optimal transmission t so that the dehazed category 
has the maximum contrast, minimum information loss, and strongest edge. In the 
implementation, it was found that the effect of fog on chrominance components U and V is 
much smaller than on the Y component, and the dehazing effect using the Y component is 
basically the same as by using RGB components. For simplicity, we define the cost 
function based on a haze model only for the Y component, which is expressed as: 

                                              ( ) ( )( )1m m
k kJ p I p A A

t
= − +                                                (24) 

where ( )m
kJ p and ( )m

kI p  denote the original and the observed Y components within 
category m  at pixel position p of kth frame, respectively. A  is the global atmospheric 
light. 
 Edge cost function:  
Both sides of Eq. (24) are filtered through canny edge detector to pick up the image details.   
The edges are summed together to form the edge cost function edgeE , which is given by 

( )( )( ) ( )( )( )( )1m m
edge k ktE mean edge J p mean edge I p A A= − = − − +    (25) 

where ( )mean ⋅ is mean function, ( )edge ⋅ is edge filtering function. Canny edge detector is 

used here for filtering the class-based pixel set ( )m
kI p .  

 Spatial consistency cost function:  
The new cost function mE consists of three parts: the contrast cost function contrastE , the 
information loss cost function lossE and the edge cost function edgeE .  

m
contrast L loss E edgeE E E El l= + +                                        (26) 

The first two terms in Eq.(26) are the functions proposed by Kim et al., but only the Y  
components of the pixels within the class m  are involved in minimizing the overall cost 
function. Lλ  and Eλ  are the weighting parameters that control the relative importance of 
the contrast cost, the information loss cost and edge cost. 
 Optimal transmission estimation: 

The transmission map obtained by the proposed model is richer in detail than that of Kim 
et al.'s model and provides a higher image quality.  
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 (a)                              (b)                                  (c)                                        (d) 
Fig. 6. Comparative results of dehazed images and the transmission maps on a "Riverside" image,  

(a) the hazy images, The dehazed images and the corresponding transmission maps obtained by 
employing (b) Kim et al.'s algorithm, (c) K-Means clustering segmentation and (d) our algorithm. 

Top: the original input image, the dehazed image by Kim et al.'s method, K-Means clustering 
segmentation and by our model, respectively. Bottom: the transmission maps of Kim et al.'s method, 

K-Means clustering segmentation and our method, respectively. 
 

After the above dehazing total cost function is established, for each class k , the optimal 
transmission kt

∗  is found by minimizing the overall cost function. We evaluate the 
performance of the proposed spatial consistency transmission model comparing to Kim et 
al.'s model on hazy "Riverside" image in Fig. 6(a).  Fig. 6(b) shows the restored dehazed 
image and the estimated transmission map by using Kim et al.'s cost model, where yellow 
and red pixels represent near and far scene points, respectively. Fig. 6(c) shows the restored 
dehazed image and the estimated transmission map by using K-means clustering 
segmentation. Fig. 6(d) shows the restored dehazed image and the estimated transmission 
map by the proposed spatial consistency transmission model. The transmission map 
obtained by the proposed model is not only richer in detail than that of Kim et al.'s model, 
but also has a stronger sense of distance than K-means clustering.  Compared to Kim et al.'s 
model and K-means clustering, the proposed model has a higher dehazed image quality. 

B. Time-Space Coherence Transmission Model 
In the dehazing processing, not only the spatial consistency of the video frame should be 
considered, but the temporal continuity between video frames should also not be ignored. If 
the transmission similarity between the successive frames could not be guaranteed, flicker 
will appear in the video and thus affect the visual results. However, this similarity 
assumption does not hold when a scene change occurs or a new object appears. In view of 
such situations, we take the following approach. When a scene change is detected by a 
simple scene change detection algorithm, e.g., color histogram difference, the atmospheric 
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light and spectral-clustering separation are estimated again. For an unchanged scene over a 
period of time, moving objects are first detected by threshold processing of frame 
differences. For a newly appearing object, only the spatial consistency model is applied to 
estimate the transmission value because there is no reference in the previous frame. 
However, for the moving objects that appear continuously, the corresponding position of 
each moving object in the previous frame is obtained by motion estimation. For the same 
scene point or points at the trajectory of a moving object, a Time-Space coherent 
transmission model is built along the corresponding positions in previous and current 
frames. After the optimal transmission is obtained by solving the cost function, the video 
image is reconstructed. For the same scene point or points in the trajectory of a moving 
object, a linear relationship exists between the transmission ( )kt p  in the kth  frame and 

the transmission ( )1kt p−  in the ( )1k th−  frame, so we build the following temporal 
coherence model: 

( ) ( )( )2
1temporal k k kE t p t pt −= −                                        (27)  

where p is the corresponding position, and kτ  is the temporal coherence factor, which is 
denoted as Eq.(17). 
To dehaze a moving object and static scene point, we reformulate the overall cost in Eq. (26) 
by adding the temporal coherence cost of Eq. (27) as follows: 

m
contrast L loss E edge T temporalE E E E El l l= + + +         (28) 

where Tλ is a weighting parameter which strikes a compromise between flickering artifacts 
and the qualities of individual frames. 

4. Experimental Classification Results and Analysis 
Although the spectral clustering algorithm has a high computational complexity, if the 
scene does not change, we only perform spectral clustering on the first frame of a specific 
scene to eliminate the complexity brought about by clustering. The video dehazing process 
is described below. First, for a specific scene, the first frame of the video is divided into 
different classes according the spectral clustering algorithm. Second, an iterative method is 
used to minimize the designed cost function for each class of pixel sets. Further, the 
corresponding transmission value is obtained for each class. Finally, the transmittance map 
is optimized using fast-guided filtering, and each pixel in the hazy image is restored 
accordingly. In order to evaluate the performance of the proposed video dehazing 
algorithm, this paper uses OpenCV 2.3.1 image processing functions in a Visual Studio 
2010 environment to implement the proposed method.  The proposed algorithm is verified 
using both subjective visual and objective image quality assessment. The experimental 
results are given below.  
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A. Subjective Visual Effects Evaluation 

 

                                                                  
                                   (a)                                     (b)                                               (c) 

Fig. 7. Comparative results of the proposed algorithm and Kim et al.'s algorithm on the "Shade 
Avenue" images: (a) the hazy images. The dehazed images obtained by (b) Kim et al.'s algorithm 

and (c) our proposed algorithm. 
 
We first compare the performance of the proposed algorithm with Kim et al.'s algorithms 
on the "Shade Avenue'' images in Fig. 7.  Fig. 7(a) shows the hazy images, Fig. 7(b) shows 
the dehazed images restored by Kim et al.'s algorithm and Fig. 7(c) shows the dehazed 
images restored by our method. From top to bottom, the two rows are the 50th and 150th 
frames of the video, respectively. The results show that Kim et al.'s algorithm has two 
drawbacks: First, it destroys the intra-frame spatial consistency because the transmission 
estimation is based on fixed-size block segmentation. Take the red rectangle box of the first 
row as an example; it has a greater color difference than in the results of our method. 
Second, because of the excessive reliance on the information of the same position in the 
previous frame, a white mist appears around the person where he walks along, which is 
marked with the red rectangle in the second row. We see in Fig. 7 that the visual results of 
our algorithm are relatively more natural, taking the road and moving target as examples. 
The subjective results show that the proposed algorithm performs better in terms of spatial 
consistency and time continuity than Kim et al.'s method. 

We also compare the performance of the proposed algorithm with Kim et al.'s algorithm 
on the "Riverside" images in Fig. 8. From top to bottom, the two rows are the 20th and 40th 
frames of the video, respectively. Fig. 8 (b) shows that Kim et al.'s algorithm produces halo 
artifacts on the green belt below the tall building, which is marked by a red rectangle box 
on the top row of Fig. 8(b). The central portion of the river has a significant blocking 
artifact,  which is marked by a yellow rectangle box on second row of Fig. 8(b). The fog on 
part of road does not dissipate, which is marked with a green rectangle box on the second 
row of Fig. 8(b).  Fig. 8(c) shows that the subjective visual effects of the restored objects in 
a frame (such as river water, green belt, road and others) by our method are much better 
than those of Kim et al.'s algorithm. 



KSII TRANSACTIONS ON INTERNET AND INFORMATION SYSTEMS VOL. 12, NO. 7, July 2018                                    3261 

 

           
(a)                                             (b)                                         (c) 

Fig. 8. Comparative results of the proposed algorithm and Kim et al.'s algorithm on the "Riverside'' 
images: (a) the hazy images. The dehazed images obtained by (b) Kim et al.'s algorithm and (c) our 

proposed algorithm. 

B．Objective Quality Evaluation 
The intra-frame spatial consistency can be observed by its subjective effect. Discontinuity 
between frames is reflected by the occurrences of flicker, which can be objectively 
measured by the MSE (Mean Square Error) between adjacent frames. The computational 
efficiency is also needs to be evaluated because the complexity of the algorithm is 
important for application and execution. Below, we give the objective evaluation results for 
MSE and real-time performance. 

 

                                                                               (a) 
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                   (b) 

Fig. 9. Comparison of the MSE values between consecutive frames. (a) "Shade avenue" sequence 
and (b) "Riverside" sequence. 

 
 

We quantitatively show how the proposed video dehazing algorithm suppresses 
flickering artifacts by employing the temporal coherence cost for moving objects and same 
scene points in the optimization function. Fig. 9 plots the MSE between consecutive frames 
for the "Shade Avenue" and "Riverside" sequences. The orange line represents the MSE 
values between adjacent frames of the input hazy sequences. The red, green, gray and blue 
lines represent the MSE values between consecutive frames of the dehazed sequences by 
the algorithm of Kim et al., He et al., K-means clustering and our method, respectively. 
These results show that the MSE values of the input hazy video are low and increase 
significantly after dehazing. This indicates that dehazing objectively enhances image 
contrast. As shown by the green lines, when the static image dehazing algorithm is 
independently applied to each frame of the video, the MSE experiences relatively large 
fluctuations compared with the input hazy sequences. Although the image contrast is 
significantly enhanced by He et al.'s algorithm, the curve is not smoother than that of the 
proposed video dehazing method. This also proves that the single-frame image dehazing 
algorithm cannot be directly applied to video dehazing. For "Shade Avenue" sequence, the 
average MSE obtained by the proposed algorithm, K-means clustering and Kim et al.'s 
method is 6.95, 6.73 and 7.56, respectively. For "Riverside" sequence, the average MSE 
obtained by the proposed algorithm, K-means clustering and Kim et al.'s method is 4.90, 
4.10 and 4.94, respectively. The MSE curve obtained by the proposed algorithm is further 
smoother than Kim et al.'s method, which shows that our algorithm can obtain better 
continuity between the video frames and reduces the flickering artifacts more efficiently. 
Compared to K-means clustering segmentation, the spectral clustering segmentation 
achieves smoother and higher MSE values. 
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C．Complexity Evaluation 

 
(a) 

 
                                                                            (b) 
Fig. 10. Comparison of the transmission estimation time of the proposed method with Kim et al.'s 

work. (a) "Shade avenue" sequence and (b) "Riverside" sequence. 
 
The spectral clustering algorithm has high complexity, for example, it takes about 12 
seconds for  a 640× 480 sized image. But fortunately, spectral clustering is done only for 
the first frame and the segmentation results can be used for the subsequent atmospheric 
light estimation and the transmission estimation. In the video dehazing process, the 
transmission estimation is slow, so we compared the real time implementation results of 
our method with those of Kim et al.'s algorithm in Fig. 10, in which the transmission 
estimation time for every 10 frames is averaged. For a video file with a resolution of 640 × 
480, our approach can process about 26 frames per second for transmission estimation. For 
the "Shade Avenue" sequence, the processing time on a PC with a 3.10 GHz Intel Core 
i5-2400 CPU is about 46.48 ms while Kim et al.'s method needs about 72.7 ms, showing 
that our method saves 35.85% time for transmission estimation. For the "Riverside" 
sequence, the processing time of the proposed method is about 33.48 ms while Kim et al.'s 
method takes about 59.15 ms, which saves 43.40% of the time needed for transmission 
estimation. This figure shows that the time complexity of transmission estimation in the 
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proposed algorithm reduced by 0.39 times compared to Kim et al.'s method. Therefore, the 
proposed video dehazing algorithm based on spectral clustering in this paper not only 
solves the problem of spatial consistency and inter-frame time continuity, but also reduces 
the time complexity and improves computational efficiency. 

5. Conclusion 
In this work, we proposed a video dehazing algorithm based on spectral clustering. The 
proposed algorithm first segments the first frame of the video using a well designed 
spectral clustering algorithm that simultaneously considers the brightness and position 
distances of pixels in the image. The proposed algorithm then selects the atmospheric light 
in the category with brightest and smallest gray value variance. Next, the proposed 
algorithm adds an edge cost function to Kim et al.'s optimized spatial consistency dehazing 
model to enhance weak restored image edges in addition to increasing the contrast and 
reducing information loss. When a new object appears, the block similarity between the 
two consecutive frames at the same position is small. Hence, we cancel Kim et al.'s 
temporal coherence cost and just use spatial consistency in this case. Because there is a 
reference, the simplified temporal coherence cost is used for the same scene points or 
moving objects detected by thresholding the frame difference. This algorithm is verified 
with respect to subjective visual effects, objective image quality assessment, and time 
complexity. The results show that it obtains a better enhancement effect and less processing 
time than Kim et al.'s algorithm. 
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