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Abstract 
 

Since time series clustering is performed without prior information, it is used for exploratory 
data analysis. In particular, clusters of time series with similar shapes can be used in various 
fields, such as business, medicine, finance, and communications. However, existing time 
series clustering algorithms have a problem in that time series with different shapes are 
included in the clusters. The reason for such a problem is that the existing algorithms do not 
consider the limitations on the size of the generated clusters, and use a dimension reduction 
method in which the information loss is large. In this paper, we propose a method to alleviate 
the disadvantages of existing methods and to find a better quality of cluster containing 
similarly shaped time series. In the data preprocessing step, we normalize the time series using 
z-transformation. Then, we use piecewise aggregate approximation (PAA) to reduce the 
dimension of the time series. In the clustering step, we use density-based spatial clustering of 
applications with noise (DBSCAN) to create a precluster. We then use a modified K-means 
algorithm to refine the preclusters containing differently shaped time series into subclusters 
containing only similarly shaped time series. In our experiments, our method showed better 
results than the existing method. 
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1. Introduction 

A time series is a set of data that is sequentially observed over time. Due to the 
advancement of information devices, time series data observed in real time in various fields, 
such as finance, communications, medicine, health, and transportation, are used in each field. 
Time series data mining includes query by content, anomaly detection, motif discovery, 
predication, clustering, classification, and segmentation [11]. Since time series clustering is 
performed without prior information, it is used for exploratory data analysis [14]. Clustering is 
especially important in time series analysis because it can find hidden patterns by finding 
clusters of similarly shaped time series [14]. 

The existing time series clustering algorithms [1,3,12,15,16] have a problem where the 
generated clusters contain many time series having different shapes. The causes of the 
problem are as follows. Time series clusters are created in consecutively dense data spaces [3] 
[12]. Therefore, the size of the cluster can be very small or very large. If the size of the 
generated clusters is too large, the clusters include not only time series having similar shapes 
but also time series having different shapes. In general, density-based clustering causes a 
problem where time series having different shapes are included in the cluster. 

Aghabozorgi et al. [16] and Lai et al. [1] used symbolic aggregate approximation (SAX) [7] 
as a dimension-reduction method for time series data with high-dimensional characteristics. 
SAX reduces the dimension of the time series via the piecewise aggregate approximation 
(PAA) method, and then quantizes it to convert the time series data into a string. However, 
there are problems with SAX quantization. In SAX, since the length of the quantization 
interval for quantizing the time series data is non-uniform, this causes an error in the distance 
calculation of the two time series. Also, if the number of quantization intervals is not 
sufficiently large, there is a problem where the error in the distance calculation becomes 
larger. 

In cases 1, 2, and 3 of Fig. 1, although the actual distances between two data are the same, a 
SAX-based method calculates the distance differently, as 0, 1, and 2. In cases 4 and 5 of Fig. 1, 
although the actual distance between the two data in case 4 is smaller than that in case 5, the 
SAX-based distance is 1 in case 4, and the SAX-based distance is 0 in case 5. 

 

 
Fig. 1. Error in distance calculation of SAX 
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This quantization of SAX is a factor in lowering the quality of clusters. Although the 
quantization of SAX can be advantageous for retrieval purposes, it is not suitable for finding 
clusters of time series having similar shapes, since it is not sufficiently accurate for measuring 
distances among time series in the clustering problem [15]. The quantization of SAX causes a 
problem where time series having similar shapes are included in different clusters, or time 
series having different shapes are included in the same cluster. Moreover, quantization is not 
very efficient in terms of computational efficiency. Therefore, quantization of SAX is 
unnecessary. That is, the PAA step in SAX is enough for dimension reduction of the time 
series. The PAA reduces the dimension of time series as follows. The PAA divides the time 
series into frames with a certain length. It replaces the frame with an average of the time series 
value of the frame. In this method, there is no quantization process. Therefore, when 
calculating the distance between time series, the distance calculation error does not occur like 
the distance calculation in SAX. 

Aghabozorgi et al. [15,16] used a general partition-based clustering algorithm in the 
refining process. The partition-based clustering algorithm creates clusters by dividing the data 
space into K partitions. However, if the data space is not sufficiently divided by the K value 
selected by the user, there is the problem of the cluster being excessively large. This can cause 
the quality of clusters to deteriorate, because time series with different shapes are included in 
the same cluster. For example, if the cluster size generated by the partition-based clustering 
algorithm is too large, the distance between two time series in the cluster may be very large. 
This means that the shape between the two time series can be different. 

In this paper, we propose a method to alleviate the disadvantages of the existing methods so 
that similarly shaped time series are included in the cluster. And our method improves the 
quality of the cluster. The scale of the analyzed time series may be different. This can have a 
significant impact on the results of the time series analysis. For example, there may be a 
problem where two time series with large scale differences and similar shapes are not assigned 
to the same cluster, and two time series with small scale ranges and different shapes are 
assigned to the same cluster. Therefore, time series should be normalized. Time series are 
normalized by applying Z-transformation. And we use PAA to reduce the dimension of the 
time series.  

In the preclustering step, preclusters are generated by applying a density-based spatial 
clustering of applications with noise (DBSCAN) algorithm [9] to the time series data of the 
reduced dimension. Although DBSCAN has the disadvantage of creating an excessively large 
time series cluster, we used DBSCAN in the preclustering step because DBSCAN has the 
following advantages. First, DBSCAN regards consecutive high-density parts as clusters in 
the data space, and low-density parts as noise, so DBSCAN can distinguish noise efficiently. 
Second, DBSCAN has an advantage in that it does not need to set the number of clusters in 
advance. It is very difficult for us to know the number of valid clusters in advance. However, 
DBSCAN automatically creates clusters according to the distribution of data. Third, since the 
time complexity of the algorithm is considerably low [11], DBSCAN meets the purpose of 
preclustering to improve the clustering speed. 

In the refinement step, a modified K-means algorithm is used. Since preclusters generated 
by DBSCAN may contain time series that do not have similar shapes, they are divided into 
subclusters of appropriate size. The K-means algorithm must input the number of clusters in 
advance. However, instead of estimating the number of clusters in advance, we estimate the 
size of the clusters so that only time series having similar shapes are included. Modified 
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K-means improves the quality of the final cluster by dividing the precluster into clusters of the 
estimated size. 

The main contribution of this paper can be described as follows. 
1. The proposed method has a higher similarity in shape among the time series included 

in the cluster than other existing algorithms. 
2. Unlike the conventional time-series clustering algorithms, the clustering method 

proposed in this paper includes a cluster tuning process. Therefore, our proposed 
clustering method refines clusters containing time series with different shapes so that 
the final clusters contain only time series of similar shape. 

3. The proposed method solves the fundamental problem of a time-series clustering 
algorithm that estimates the number of clusters. In general, existing time series 
clustering algorithms must estimate the number of clusters in the data space. If the 
number of estimated clusters is not correct, there is a problem that the cluster contains 
time series data of different shapes. However, the proposed method does not use the 
number of clusters as an algorithm parameter. Instead, it sets the density of the data in 
the data space and the cluster size as parameters. By doing so, this method 
successfully creates clusters that contain similar shaped time series. 

4. We analyzed the efficiency of SAX and PAA, which are frequently used for time 
series analysis among time series dimension reduction methods. 

This paper is composed as follows. Section 2 describes related work. Section 3 describes the 
clustering method proposed in this paper. Section 4 presents the experiments. Section 5 
describes conclusions and future work. 

2. Related Work 
A time series has high-dimensional characteristics. The characteristics can cause a 

dimensionality problem and a computation time problem in time series analysis [10]. 
Therefore, dimensional reduction, which transforms high-dimensional time series data into a 
low-dimensional representation, is essential for time series analysis. The dimension reduction 
method of a time series can be either a data adaptive method or a non-data adaptive method 
[13]. The data adaptive method is used when the size of the data is variable. It includes 
symbolic aggregate approximation [7], and piecewise aggregate approximation [4]. The 
non-data adaptive method is used when the size of the data is fixed. It includes discrete fourier 
transform (DFT) [2], discrete cosine transformation (DCT) [5], and discrete wavelet 
transformation (DWT) [8]. 

Ding et al. proposed a density-based clustering algorithm (YADING) for large-volume 
time series data analysis [12]. It reduces the execution time of the algorithm by using the 
sampling method, and estimates the density radii suitable for the time series data distribution 
by using inflection points. And it creates clusters using the estimated density radii as a 
parameter for DBSCAN. 

Aghabozorgi et al. proposed a time series data clustering method (ThreePTC) to evaluate 
co-movement of the stock market [15]. It converts time series data using SAX. A K-mode 
algorithm is applied to the transformed time series to create preclusters. The preclusters are 
refined using a PCS algorithm, and subclusters are created. It merges highly similar 
subclusters into a final cluster. Here, a shape similarity method is used as the similarity 
calculation method. 
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Lai et al. proposed a two-level clustering method for time series data analysis [1]. It 
converts time series data using SAX. And it creates the clusters using a CAST algorithm. Each 
cluster is divided into subclusters using subsequence information of the time series data in the 
cluster. 

Aghabozorgi et al. proposed a hybrid clustering algorithm for time series clustering [16]. 
This method is executed as follows. Clusters are generated by applying a ‘similar in time’ 
similarity method and the CAST algorithm to the time series data. The generated clusters are 
merged by applying a k-medoid algorithm and a similar-in-shape similarity method. 

Zechao Li et al.[17] proposed a new unsupervised feature selection algorithm by 
integrating cluster analysis and sparse structure analysis. In particular, Nonnegative Spectral 
Clustering is used to learn the label of the input sample more accurately and is also responsible 
for the function of feature selection. Also, for the optimization of the algorithm, the authors of 
this paper proposed an efficient iterative algorithm. 

Zechao Li et al.[18] propose a novel Robust Structured Subspace Learning (RSSL) 
algorithm by integrating image understanding and feature learning into a joint learning 
framework. The learned subspace is adopted as an intermediate space to reduce the semantic 
gap between the low-level visual features and the high-level semantics. To guarantee the 
subspace to be compact and discriminative, the intrinsic geometric structure of data, and the 
local and global structural consistencies over labels are exploited simultaneously in the 
proposed algorithm. 

Zechao Li  et al.[19] have argued that the proposed method is able to directly identify a 
distinct subset of the most useful and redundant functions. In particular, the non-negative 
spectral analysis performed here is developed to learn the exact cluster label of the input image, 
and feature selection is performed simultaneously. 

3. Proposed Method 

3.1 Data Preprocessing 
Generally, time series have a very different scale for each piece of data. In addition, time 

series generally have high-dimensional characteristics. Therefore, data preprocessing is 
necessary to analyze the time series. In this paper, we use a normalization method and a 
dimension-reduction method to preprocess time series data. 
 
3.1.1 Data Normalization 

The unit of measurement for time series data can have a significant impact on the results of 
time series data analysis. Therefore, it is necessary to express the value of the time series data 
as a value within a certain range. Normalization means representing the value of the data as a 
value within a certain range [6]. In this paper, Z-transformation is used as a time series data 
normalization method. Z-transformation is defined as follows. 
 
 
Definition. Z-Transformation  

X

tt
t

X
Y

σ
µ−

=                                                                           (1) 

Where tY  represents a normalized time series at time t, tX represents a time series that is not 



KSII TRANSACTIONS ON INTERNET AND INFORMATION SYSTEMS VOL. 12, NO. 7, July 2018                                           3117 

normalized at time t, tµ  represents the average of the X data, and Xσ  represents the standard 
deviation of the X data. 
 
3.1.1 Dimension Reduction 

Since time series data have high-dimensional characteristics, the use of a raw time series for 
time series clustering can cause various problems, such as high similarity computation time, 
the curse of dimensionality, and long clustering running time. Therefore, in time series 
clustering, high-dimensional time series data need to be converted into low-dimensional data. 
In this paper, we chose PAA as the dimension-reduction method instead of SAX, which is 
used in most existing time series clustering. In general, PAA has advantages of the simple and 
quick calculation of dimension reduction. The validity of selecting PAA is demonstrated by 
comparing the loss of information in PAA and SAX in an experiment. 

 

3.2 Clustering 
The proposed clustering algorithm consists of two steps: Preclustering and refinement. 
 

3.2.1 Preclustering 
Preclustering is creating time series clusters by using a time series of reduced dimension. 

Since a time series has high-dimensional characteristics, calculation of the distance using the 
raw time series has a disadvantage in that it takes a long time. Therefore, we reduce the 
execution time of clustering by using a time series of reduced dimension in the time series 
distance calculation. A DBSCAN algorithm is used in the preclustering step. DBSCAN finds 
core objects with dense neighborhoods, and creates clusters by connecting these core objects 
and neighborhoods. 

 
3.2.2 Refinement 

In the preclustering step, we use the low-dimensional data and perform a density-based 
clustering algorithm on this data. Therefore, clusters generated in the preclustering step may 
include time series with different shapes. Fig. 2 illustrates the problems that may occur during 
the preclustering step. 

 

 
Fig. 2. The problem of density-based clustering 

 
Therefore, it is necessary to refine the clusters generated in the Preclustering step. In this 

step, the precluster generated in the preclustering step is refined by applying a modified 
K-means algorithm. The modified K-means algorithm uses the normalized data of the original 
data instead of the time series data of the reduced dimension. The modified K-means 
algorithm does not pre-determine the number of clusters, as in K-means or partition-clustering 
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algorithms. It uses the Maximum Standard Deviation (MSD) value of the cluster to limit its 
size. MSD is defined as follows. 

 
Definition. Maximum Standard Deviation(MSD) 
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Where p(t) represents the prototype time series of the cluster, )(tfi  represents the i-th time series 
datum of the data. 

 
Definition. Prototype Time Series 
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MSD is the maximum distance between the cluster's internal time series and the cluster's 

prototype time series. A large value of MSD means that the size of the cluster is large, and a 
small value of MSD means that the size of the cluster is small. Therefore, we set a specific 
value of MSD as a cluster size parameter. The modified K-means algorithm uses the 
experimentally determined MSD value as an MSD threshold for the algorithm, and is 
performed as follows. K-means (k=2) is performed to divide the data space into two clusters. If 
the MSD of the cluster generated in the previous step is larger than the MSD threshold, 
K-means (k=2) is performed on the generated cluster, and the cluster is divided again. The 
above cluster partitioning is repeated until the MSD value of the cluster becomes smaller than 
the MSD threshold. The modified K-means algorithm is described in Fig. 3. 

 

 
Fig. 3. Modified K-means steps. The red dot represents the prototype of the generated cluster. The 

green circle represents a cluster for which the MSD value is less than the MSD threshold. 
 

Fig. 4 shows the estimation method of the MSD threshold used in modified K-means. We 
sequentially include N neighbors from the randomly selected reference time series data in the 
neighborhood set. We then use the graph of the time series data contained in the neighbor set 
sequentially to find the appropriate MSD threshold. A time series with significantly less 
similarity of shapes in neighbor sets exceeding a certain MSD value is included. Then, we 
remove the time series from the neighbor set and set the MSD value in the neighbor set to the 
MSD threshold. 
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Fig. 4. Estimating MSD threshold, 0.45 

 
The following algorithm tables represent the clustering method and modified K-means 

algorithm proposed in this paper. 
 

Algorithm 1. Main Algorithm 

Input: Time series Data(S) 
Output: clusters 
 
1. NDS  Z-Transformation(S) 
2.  σ   estimateMSDthreshold(NDS) 
3. RDS  PAA(NDS) 
4. preclusters  DBSCAN(RDS) 
5. refinedclusters   
6. for P  preclusters do 
7.    refinedclusters  refinedclusters  Modified_K-Means(P in NDS, σ ) 
8. end for 
9. return refinedclusters 

 
Algorithm 2. Modified_K-Means(S, ) 

Input: Normalized Time series Data(S),  
Output: clusters 
1. ρ   calculateMSD(S) 
2. if  then return S 
3. { 21,CC }  K-means(S,2) 
4. result   
5. for each C  { 21,CC } 
6.    result  result  Modified_K-Means(C, ρ ) 
7. end for 
8. return result  
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4. Experimental Classification Results and Analysis 
In this paper, we performed the following experiments: 
 

 An experiment on the efficiency of dimension reduction 
 An experiment to compare our method with other algorithms 

 

4.1 Experiment Setup 
We used stock data and the University of California, Riverside (UCR) Time Series as 

experimental data. The stock data consist of 1200 stocks listed in 2015, and each stock has 
4000 time dimensions. The experiment was performed using an Intel i5 microprocessor with 
4GB of RAM. 
 

4.2 Efficiency of Dimension Reduction 
In this paper, PAA and SAX are compared to select the dimension-reduction method for the 

time series data. Each dimension-reduction method was evaluated using Dimension Reduction 
Efficiency (DRE). DRE is defined based on the amount of information loss as follows. 
 
Definition. Dimension Reduction Efficiency 

(%)100x
SSER
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DRE =                                                                            (4) 

 
Definition. Sum of Square Error for Original Space 
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Where μ represents a reference time series arbitrarily selected from the original data space, SetO is a 
set of n time series nearest to the reference time series, and kf is the nearest k-th time series in the 
original data space from the reference time series. 

 
Definition. Sum of Square Error for Reduced Space 
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Where SetR is a set of n time series nearest to the reference time series in the reduced space, kf  is a 
representation in the original space of the k-th nearest time series from the reference time series in the 
reduced space. 

 
DRE has the following meanings. Sum of Square Error for Reduced Space (SSER) is an 

SSE value obtained by using k data close to the reference data in the reduced space. Therefore, 
SSER is always larger than Sum of Square Error for Original Space (SSEO) obtained by using 
k data close to the reference data in the original space. The dimension-reduction method with 
the least loss of information has a larger DRE value than the dimension-reduction method with 
a large loss of information. Fig. 5 shows the result of DRE for each dimension-reduction 
method. 
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Fig. 5. DRE results for each dimension-reduction method. For SAX, the numbers in parentheses 

indicate the number of alphabets 
 

We confirmed that the DRE value of PAA is higher than that of SAX. This has the following 
meaning. Because SAX performs dimension reduction in two steps, the loss of information of 
the SAX method is greater than that of PAA. This causes the SSER value of SAX to be larger 
than that of PAA in the reduced dimension space. And this causes the DRE value of SAX to be 
smaller than that of PAA. Therefore, in this paper, we chose PAA as the dimension reduction 
method. 

 

4.3 Comparing our Method with Other Algorithms 
We compared the proposed method with the K-means algorithm [13], YADING [12], and 

ThreePTC [15]. Root Mean Square Error (RMSE) and maximum standard deviation were used 
to evaluate clusters generated by the clustering algorithm. RMSE is defined as follows. 

 
Definition. Root Mean Square Error 
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Where |Cluster| represents the number of time series in the cluster, kf  represents the i-th  time series 

in the cluster, and μ represents the prototype time series of the cluster. 
 
 
RMSE was used to evaluate the coherence of the time series within the cluster. However, 

RMSE averages the SSE value of the cluster. Therefore, even if the generated clusters have 
similar RMSE values, the deviation of the time series from the reference time series in the 
cluster may be greatly different. In order to consider the degree of deviation of the time series, 
we use RMSE and MSD together to evaluate the similarity of the shape of the time series 
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within the cluster. The following figures show the RMSE and MSD values of the clusters 
generated by our method and the compared algorithms. 

 
 

 
Fig. 6. RMSE values of each clustering algorithm 

 
 

Fig. 6 shows that our method has a smaller RMSE than other algorithms. In terms of distance 
from the prototype time series, the time series inside the cluster generated by our method has a 
smaller value than that of other algorithms. Therefore, we can confirm that the clusters 
generated by our method have better cohesion. 

  
 

 
Fig. 7. MSD values of each clustering algorithm 

 
 

In Fig. 7, we can see that our method has a smaller MSD value than other algorithms. 
Clusters generated by our method have a smaller value than the other algorithms in the degree 
of deviation from the prototype time series. 

As shown in Fig. 6 and Fig. 7 above, our method has smaller RMSE and MSD than the 
compared algorithms. This means that clusters generated by our method are more coherent 
than clusters generated by other algorithms. And this means that the time series within the 
cluster generated by our method do not deviate much from the prototype time series of the 
cluster. Therefore, we show that the time series within the cluster generated by our method are 
similar in shape to each other. 
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The following figures show clusters generated by each algorithm.  
 

 
Fig. 8. Clusters generated by our method 

 
In our previous experiment, our method has smaller RMSE and MSD than other clustering 
algorithms. As shown in Fig. 8, the time series within the cluster generated by our method 
have large coherence and a small deviation from the prototype time series. 
 
  

 
Fig. 9. Clusters generated by YADING 

 
 
Fig. 9 shows the clusters generated by YADING. Because YADING uses a density-based 

clustering method, it often creates an excessively large cluster. Therefore, we can see that time 
series with different shapes are included in the cluster generated by YADING. Because the 
clusters generated by YADING often have too large a size, they have high MSD, RMSE in 
previous experiments. 

 



3124                                                                                         Ahn et al.: Clustering Algorithm for Time Series with Similar Shapes 

 
Fig. 10. Clusters generated by K-means (10) 

 

 
Fig. 11. Clusters generated by K-means(15) 

 

 
Fig. 12. Clusters generated by K-means(20) 

 
Fig. 10, Fig. 11, and Fig. 12 show clusters generated by K-means. K-means is a 
partition-based clustering method. If the number of clusters selected by the user is not correct, 
the size of the clusters generated by the algorithm is not appropriate. This causes the cluster to 
include time series that are not similar in shape. In previous experiments, clusters generated by 
K-means generally had high MSD and RMSE values. 
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Fig. 13. Clusters generated by ThreePTC 

 
Fig. 13 shows the clusters generated by ThreePTC. The ThreePTC algorithm reduces the 

dimension of the time series using SAX, which has a large loss of information in the 
dimension reduction step. In the refinement step, the clusters are refined according to the 
number of clusters selected by the user using the partition-based clustering algorithm. These 
two features cause the performance of ThreePTC algorithm to deteriorate. Therefore, the 
RMSE and MSD values of the clusters generated by ThreePTC are significantly larger than 
those of other algorithms. In Fig. 13, we confirmed that the time series in the clusters 
generated by ThreePTC have different shapes. Although the ThreePTC algorithm includes a 
refinement step, we can see that the quality of the clusters is not improved much through the 
refinement step.  

5. Conclusion 
In this paper, we propose a clustering method that allows time series with similar shapes to 

be included in the same cluster. An important disadvantage of existing time series clustering 
methods is that time series of similar shapes are included in different clusters, or time series of 
different shapes are included in the same cluster, which degrades the quality of the cluster. We 
solve this problem by using a dimension-reduction method with less loss of information, and 
by limiting the size of the clusters. In our experiments, we have shown that our proposed 
method performs better than the existing methods. The clustering algorithm proposed in this 
paper can be used as a basic method for applying various time series applications such as time 
series prediction and robot control. In the application of a financial time series, it can be used 
as a basic method in portfolio construction and risk management. As future work, we plan to 
apply this clustering method to finance and economics. 
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