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Abstract 
 

In big data era, fresh data grows rapidly every day. More than 30,000 gigabytes of data are 
created every second and the rate is accelerating. Many organizations rely heavily on real time 
streaming, while big data stream computing helps them spot opportunities and risks from real 
time big data. Storm, one of the most common online stream computing platforms, has been 
used for big data stream computing, with response time ranging from milliseconds to 
sub-seconds. The performance of Storm plays a crucial role in different application scenarios, 
however, few studies were conducted to evaluate the performance of Storm. 

In this paper, we investigate the performance of Storm under different application scenarios. 
Our experimental results show that throughput and latency of Storm are greatly affected by the 
number of instances of each vertex in task topology, and the number of available resources in 
data center. The fault-tolerant mechanism of Storm works well in most big data stream 
computing environments. As a result, it is suggested that a dynamic topology, an elastic 
scheduling framework, and a memory based fault-tolerant mechanism are necessary for 
providing high throughput and low latency services on Storm platform. 
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1. Introduction 

Big data is a term for datasets that are too large, too fast, too dispersed, and too unstructured. 
It is challenging for current hardware and software facilities to undertake their acquisition, 
access, analysis and/or application in reasonable amounts of time and space. Some popular 
features of big data are described by nVs, high Volume, high Velocity, high Variety, high 
Veracity, high Validity, high Value, and so on [1] [2]. There are many potential and highly 
useful values hidden in big data, and data has already drawn huge attention from researchers in 
sciences, and policy and decision makers in governments and enterprises. The rise of big data 
presents many opportunities and challenges [3] [4]. 

In big data era, more and more application rely heavily on real time processing of high 
volume, continuous data stream, such as social networks, telecommunications, emergency 
response, fraud detection, system monitoring, smart cities, and to name but a few. In a real 
time computing environment, data stream must be immediately processed to get prompt 
feedback. A big data stream computing system can be employed to process heterogeneous, 
real time, fluctuate over time, unbounded data stream in a distributed and scalable computing 
manner. 

Storm [5] is one of the most popular open sourced big data stream computing systems, and 
has been widely used in many well-known companies and organizations [6] [7], such as 
Twitter, Alibaba, etc. Storm provides an on-the-fly computing paradigm, where the data is 
directly processed by running task topology in memory, without the need for storage on disk 
first. It keeps response time ranging from milliseconds to sub-seconds, and overcomes long 
response time problem (ranging from minutes to weeks) faced by big data batch computing 
systems, such as Hadoop, which provides a store-then-process computing paradigm [8] [9]. 

The performance of Storm plays a crucial role in many different application scenarios, 
however few studies were conducted to evaluate the corresponding performance of Storm [10] 
[11] [12]. We have been developing real-time big data processing applications on Storm for 
years, and deeply understand the importance of improving the processing efficiency. After 
investigating all kinds of features and mechanisms of Storm, we identify the key factors which 
mostly affect system throughput capacity and latency. 

In this paper, we analyse the performance of Storm under different application scenarios. 
Our experimental results show that throughput and latency of Storm are greatly affected by the 
number of instances of each vertex in task topology, and the number of available resources in 
data center. The fault-tolerant mechanism of Storm works well in most big data stream 
computing environments. As a result, it is suggested that a dynamical topology, an elastic 
scheduling framework, and a memory based fault-tolerant mechanism are necessary for 
providing high throughput and low latency services on Storm platform. 

1.1 Paper organization 
The rest of this paper is organized as follows: In section 2, the background on computing 
paradigm of big data stream computing and description of application scenario on Storm 
platform are reviewed. Section 3 introduces the Storm architecture, Storm characteristic, and 
work mechanism of Storm. Section 4 focuses on the experimental environment and parameter 
settings. Section 5 provides performance evaluation and result analysis. Finally, conclusions 
and future work are given in section 6. 
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2. Background 
In this section, background of big data stream computing is presented computing paradigm of 
big data stream computing, and description of application scenario on Storm platform, some 
releted work of data management in big data platform is also introduced. 

2.1 Computing paradigm 
In big data stream computing environments, stream computing is the model of straight through 
computing. It continuously integrates and computes data in motion to deliver real-time 
analytics, and enables users to detect in-sights in high velocity data stream which can only be 
detected and acted on at a moment’s notice [13]. 

Data streamMemory

Hardware Storage

Stream computing

 
Fig. 1. Big data stream computing paradigm [13] 

 
As shown in Fig. 1, an application is described by a directed graph. The continuous input 

data streams are computed in real time. The results are also updated in real time. 

2.2 Description of application 
On Storm platform, an application is described by a DAG (Directed Acyclic Graph), called a 
topology. There are two types of vertices in a DAG: spout and bolt. Spout vertex is a vertex of 
data sources, which sends data tuples (a data tuple is a key-value pair) to bolt vertex 
continuously, and a bolt vertex is a vertex to process data tuples in the way implemented by 
users. Both the instance number of spout and bolt vertex can be set by user to increase 
parallelism. 

The DAG of an application can be further divided into two types: logic graph in function, 
and instance graph in runtime. As shown in Fig. 2, the Storm source code is the main part to 
achieve TOP_N computing function, which is provided by the user. 

 
builder.setSpout("a", new TestWordSpout(), 2);
builder.setBolt("b", new RollingCountBolt(9, 3), 4).
      fieldsGrouping("a", new Fields("word"));
builder.setBolt("c", new IntermediateRankingsBolt(TOP_N), 3).
      fieldsGrouping("b", new Fields("obj"));
builder.setBolt("d", new TotalRankingsBolt(TOP_N), 1).
      globalGrouping("c");  

Fig. 2. Source code of TOP_N in Storm 
 

The corresponding logic graph is a linear pipeline (As shown in Fig. 3), where each vertex 
only has one upstream and downstream vertex, with f represents fieldsGrouping strategy of 
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data stream that transfers from upstream vertex to downstream vertex, and g represents 
globalGrouping strategy [5]. 

 

f fva vb vc vd

Spout Bolt Bolt Bolt  
Fig. 3. Logical graph of TOP_N in Storm 

 
The corresponding instance graph is a precedence constraint based directed acyclic graph 

(see Fig. 4), where vertex va is mapped into two parallel instances, vertex vb is mapped into 
four parallel instances, and vertex vc is mapped into three parallel instances. In Storm, the 
number of instances of each vertex is statically defined by user. 
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Fig. 4. Instance graph of TOP_N in Storm 

2.3 Data management in big data platform 
Resource management [14]-[17] is the key part in big data platform. Some orther work also 
focus on optimize resource management by smart algorithm, such as in [18]-[22]. Many work 
of data management have been done in big data platform. In this paper ,we focus on Storm 
platfrom, and try to give a comprehensive perfromance evaluation and analysis of multiple 
scenarios on Storm platform. 

3. Storm Overview 
In order to provide a bird’s-eye view of the Storm platform, in this section, we discuss the 
overview of Storm, which includes Storm architecture, characteristics, and work mechanism. 

3.1 Storm Architecture 
Apache Storm is a free and open sourced distributed realtime computation system. The design 
of Storm makes it easy to process massive streams of data in real time and work with any 
programming language. Storm is mainly used for data stream processing and real-time search 
[5] [23] [24]. 

The architecture of Storm is shown in Fig. 5. The Storm's work is done by various types of 
components, with each component responsible for a simple task. Nimbus is the master node in 
a Storm cluster, responsible for sending code in the cluster, assigning tasks, and monitoring 
the entire cluster’s state. Supervisor is the work node in a Storm cluster, responsible for 
accepting nimbus assigned tasks, starting and stopping the management of its own worker 
processes.Worker is a process that runs specific processing component logic. Executor is a 
concrete physical thread in one Worker process.Task is the work that each component does. 
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Zookeeper is an external resource that Storm relies heavily on, connecting the master node and 
the work node, coordinating the operation of the entire cluster. 

 
Fig. 5. Architecture of Storm 

 

3.2 Storm Characteristics 
Storm has the following characteristics [25] [26] [27]: 
• Real-time: The Storm system is designed to ensure that messages can be processed 

quickly. 
• High Fault Tolerance: Storm clusters are easy to manage, which automatically process 

processes and network anomalies. Moreover, Storm can guarantee that a processing 
logic runs forever, and if a process/task fails during processing, Storm will rearrange a 
new processing logic. 

• Strong Stretch ability: To support the expansion of computing tasks, you only need to 
add a new machine to the cluster, then increase the degree of parallelism. The number of 
messages processed per second can even reach up to1 million. 

• Language unrelated: The core part of Storm use Clojure language, however, its 
processing logic and message processing components can be defined by any language. 
For instance, the general utility is developed with python, and task topology is prepared 
with java. 

• Wide application scenarios: Storm can be used to process messages and update 
databases (message flow processing), making continuous queries on high data volume 
and returning the results to clients (continuous calculation), and parallel processing for 
resource-intensive queries (distributed method calls). 

3.2 Work Mechanism of Storm 
When a client submits a task topology to master node Nimbus, Nimbus first establishes a local 
directory based on the configuration information of the topology, instructing zookeeper to 
assign the tasks to each work node, then starts the topology. Supervisors get assigned tasks 
from Zookeeper and start multiple worker processes, and establish the connection between 
tasks according to the configuration information of the topology [28] [29]. When the topology 
is running, the Storm system provides a UI monitoring interface in master node, through which 
the client can monitor the running status of the entire cluster in real time. The whole process is 
shown in the Fig. 6. 
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Fig. 6. Workflow of a Storm cluster 

 
The configuration information of the topology and grouping methods might affect the 

system throughput and latency. We thoroughly examine the Storm work mechanisms, design 
and conduct series of experiments to investigate the potential factors that might affect the 
system processing efficiency. 

4. Experiment and Parameter Setup 
To evaluate the performance of the multiple scenarios of big data stream computing on Storm 
platfrom, experimental environment and parameter settings are discussed in this section. 
 

4.1 Experimental Environment 
In the series of experiments, Storm parallelism and fault tolerance are tested using the 

following hardware configuration: intel Core i5-2400CPU @ 3.10GHz × 4, memory 4G, with 
operating system 64-bit ubuntu 16.04 LTS. Twelve (12) machines are used to test parallelism, 
and ten (10) machines are used to test fault tolerance. 

For hardware performance test, the following three groups of hardware configurations are 
used: the first group includes a Dell desktop computer, with processor intel Core i5-2400CPU 
@ 3.10GHz × 4, memory 4G, and 64-bit operating system ubuntu 16.04 LTS; the second 
group includes a DELL laptop, with processor Intel (R) Core (TM) i5-2430M CPU @ 2.4GHz 
× 4, memory 8G, and 64-bit ubuntu 16.04 LTS; the third group includes a HP laptop, with 
processor Intel (R) Core (TM) i7-7700HQ CPU @ 2.80GHz 2.81GHz, 8G memory, and 64-bit 
ubuntu 16.04 LTS. In terms of software versions, the tests use the Storm version 1.0.1, 
Zookeeper version of 3.3.6, in addition to JDK 1.8 and Python 2.7.2. 
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Fig. 7. Experiment network topology 

4.2 Experimental Topology 
The experimental network topology is shown in Fig. 7. The experiment uses two task 

topologies separately. 
The first task topology, as shown in Fig. 8, is a typical word count program, which includes 

a Spout component (named spout) and two Bolt components (named split and count). Spout 
components are used to randomly launch English sentences. The split component receives the 
sentences sent from the spout component and divides it into words, and finally sends it to the 
count component for word counting. 

The second task topology is TOP_N, as shown in Fig. 9, which contains a Spout component 
(named wordGenerator) and three Bolt components (named counter, intermediateRanker and 
finalRanker). Among them, wordGenerator is responsible for pushing all the words, the same 
topic pushed to the same counter (using Storm's fieldsGrouping to achieve). Counter receives 
the topic and saves the number of occurrences of the topic. For every one minute, the counter 
will push the number of occurrences of each topic to the intermediate processing node 
intermediateRanker (also using Storm's fieldsGrouping). The IntermediateRanker component 
saves a TOP_N list, receives the message sent and refreshes TOP_N according to the number 
of topics published to sort word; it also pushes the results to the final node finalRanker every 
two seconds. Finally, the finalRanker component summarizes each TOP_N received within 
two seconds and selects the final TOP_N. 

 
Fig. 8. Structure of the Wordcount topology 
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Fig. 9. Structure of the Top_N topology 

4.3 Experimental Process 
(1) Parallelism Test 

In Storm, the degree of parallelism is generally addressed in three areas: topology which 
specifies how many Worker processes run in parallel; Worker process which specifies how 
many Executor threads run in parallel; and Executor thread which specifies how many Tasks 
run in parallel. 

In parallelism tests, the first two areas are considered, with each Executor assigned with one 
Task by default. In order to eliminate the impact of hardware performance on the latency and 
throughput, 12 machines use the same hardware configuration. Since the default scheduling 
policy of Storm system is even distribution of Executors, only one Worker is running on each 
node. When the number of Workers in the topology is set to 24, each node runs two Workers. 
The testing time is one hour and the data is counted every two minutes. 

Multiple scenarios are designed as follows: 
Firstly, the number of threads assigned to the three components spout, split, and count is (5, 

8, 12)  and keeps unchanged in the WordCount topology. The number of threads assigned to 
the four components wordGenerator, counter, intermediateRanker and finalRanker is (5,4,1,4) 
in the Top_N topology. The number of Workers is set to 1, 3, 6, 12, and 24 respectively. 

Secondly, for a given number of Workers in each topology, the number of threads increases 
in turn. In the WordCount Topology, when the first test sets the number of Workers to 3, the 
numbers of threads are (5,8,12), (10,16,24), (15,24,36), (20,34,48), (25,40,60), (50,80,120), 
(100,160,240), (150,240,360), (200,320,480), (250,400,600). When the second test sets the 
number of Workers to 12, the number of threads remains the same as the first. In the TOP_N 
Topology, the first test sets the number of Workers to 3 and the numbers of threads are 
(5,4,1,4), (10,8,2,8), (15,12,3,12), (20,16,4,16), (25,20,5,20), (50,40,10,40), (100,80,20,80), 
(150,120,30,120), (200,160,40,160), (250,200,50,200), respectively. The second test sets the 
number of Workers to 12, and the number of threads remains the same as the first. 

Two sets of experiments test twenty sets of data for each topology and we then analyze the 
effect of changes made to the number of threads assigned to the three/four components on the 
throughput of the Storm system and the processing delay for a given a certain number of 
Workers. 

Finally, the number of processes set in the topologies remains the same, the total number of 
threads of all components keeps unchanged, while the number of threads of each component is 
adjusted. When the number of Workers is set to 3, and the number of threads in the three 
components is (5, 8, 12), (5,10,10), (5,12,8), (3,10,12) (7,10,8), (7,8,10), (9,7,9), (12,5,8) in 
the WordCount topology. The number of threads in the four components is (2,5,2,5), (5,4,1,4), 
(5,2,1,6), (5,3,3,3) (5,6,1,2), (7,3,1,3), (9,2,1,2), respectively, in Top_N topology. The impact 
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of data transmission and data processing on system throughput and latency is analyzed by 
testing the different thread assignments of the components in the two topologies. 
(2) Hardware Performance Test 

In order to analyze the impact of hardware performance on Storm system operation, two 
scenario are designed as follows: 
• the number of Workers set by the topologies and the number of threads for each 

component are unchanged; 
• the number of Workers set by the topologies is 3 and the threads assigned to each 

component is unchanged. 
The configuration of the three machines is shown in Table 1 and these three machines used 

in both of the topologies. 
 

Table 1. Hardware Configuration 
PC CPU Memory Operating System 

DELL Desktop Intel Core i5-2400CPU @ 3.10GHz × 4 4G ubuntu 16.04 LTS 

DELL Notebook Intel (R) Core (TM) i5-2430M CPU @ 
2.4GHz × 4 8G ubuntu 16.04 LTS 

HP Notebook Intel (R) Core (TM) i7-7700HQ CPU @ 
2.80GHz 2.81GHz 8G ubuntu 16.04 LTS 

 
(3) Robustness Test 

We test Storm on fault handling and analyze its impact on throughput and latency. Three 
scenarios are designed. In the first scenario, we shut down one node when the cluster is 
running up to 20 minutes. In the second scenario, we shut down two of the nodes when the 
cluster is running up to 20 minutes. In the third scenario, we shut down three of the nodes 
when the cluster is running up to 20 minutes and shut down three of the nodes again when the 
cluster is running up to 40 minutes. 

After the three tests, we compare the performance with that of normal scenario. 

5. Performance Evaluation and Analysis 
In this section, performance evaluation results are firstly discussed, followed by result 
analysis. 

5.1 Experimental Results 
(1) Parallelism Test 

To test parallelism, we increase the number of Workers while keeping the number of 
threads constant in the topologies. In terms of throughput capacity, when the number of 
Workers in the topology is set to 1, 3, 6, 12, and 24 respectively, in the WordCount topology , 
the amount of data processed in an hour is about 13,10000 Tuples and throughput is about 366 
Tuple/s as shown in Fig. 10; in the Top_N topology , the amount of data processed in an hour 
is about 2,00000 Tuples and throughput is about 55 Tuple/s as shown in Fig. 11. The 
throughput of the system is essentially unchanged. It can be seen, in the case of the same 
number of threads, increasing the number of Workers does not improve the Storm system 
throughput capacity significantly. 
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Fig. 10. Throughput of different Workers number in 

WordCount 
 

 
Fig. 11. Throughput of different Workers number in 

Top_N  

In terms of processing latency, when the number of threads assigned to each component 
keeps constant and the system becomes stable, as the number of Workers increases, the 
processing latency does not change much. The delay is relatively large when the system starts 
to run, and then gradually reduced. In the WordCount topology, as shown in Fig. 12, when the 
Storm cluster is running steadily, the processing latency basically remains between 3 and 4 
milliseconds and the average latency in one hour is 3.771, 3.426, 3.587, 3.527, 3.386 
milliseconds respectively and about 95% of the delay comes from the process latency of the 
Bolt component that named split. When the number of Workers is set to 1, the delay in the 
one-hour test is very unstable and may be caused by the operation of other system programs 
during the test. In the Top_N topology, as shown in Fig. 13, the processing latency basically 
remains between 0.5 and 1 milliseconds and the average latency in one hour is 0.596, 0.625, 
0.730, 0.949, 0.881 milliseconds respectively. 

 
Fig. 12. Latency of different Workers number in 

WordCount 
 

 
Fig. 13. Latency of different Workers number in 

Top_N 
 

In terms of CPU utilization, during the one-hour test, the master node constantly assigns 
tasks to the Zookeeper, and the work node Supervisor also constantly receives the tasks from 
the Zookeeper, leading the CPU usage is very unstable in the two topologies: as the Worker 
number increases, the CPU usage decreases a little as shown in Fig. 14 and Fig. 15; but when 
the number of Workers increases to 24, since there are only 12 work nodes, 24 Workers are 
evenly distributed to each node, and each work node runs two Workers, so that CPU utilization 
increases slightly by 12. As shown in Fig. 16 and Fig. 17, the memory usage decreases a little 
when the number of threads allocated to each component is unchanged and the number of 
Workers is simply increased. Similarly, when the number of Workers is 24, since each node 
runs two Workers, the memory usage of the node increases. In the Storm system, usually a 
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Worker allocates 768M of memory and adds 64M to the logwriter process, so a Worker will 
consume about 832M of memory. But the Worker's memory space also depends on the amount 
of data flowing through the topology and the execution time of the code for each bolt unit. If 
the amount of data is large and the code execution time is long, we can increase the working 
memory of a single Worker. 

 
Fig. 14. CPU usage of different Workers number in 

WoedCount 
 

 
Fig. 15. CPU usage of different Workers number in 

Top_N 
 

 

 
Fig. 16. Memory usage of different Workers number 

in WordCount 
 

 
Fig. 17. Memory usage of different Workers number 

in Top_N 
 

In the WordCount topology, when the number of Workers in the topology is 3, as the 
number of threads assigned to each component increases, the amount of data processed by the 
system and the average throughput over an hour also increase. As shown in Fig. 18, the 
average throughput within one hour is 366, 733, 1099, 1463, 1831, 3663, 7315, 10954, 14494 
and 15828 Tuple/s respectively. If the number of Workers is set to 12, when the number of 
threads assigned to each component increases, the throughput also increases in a positive 
correlation and the average throughput within one hour is 362, 723, 1082, 1443, 1805, 3614, 
7232, 10823, 14437 and 18025 Tuple/s respectively. The throughput is almost the same when 
Worker is set to 3; but when the thread is assigned to (250,400,600), the average throughput 
increases more than about 2,000 Tuple/s compared to it. In the Top_N topology, as shown in 
Fig. 19, when the Worker set to 3,the average throughtput is 56, 109, 163, 217, 272, 541, 1081, 
1617, 2157, 2695 Tuples/s; when Worker set to 12, the average throughtput is 55, 108, 162, 
215, 267, 531, 1065, 1600, 2127, 2659 Tuple/s respectively, also increases as the number of 
threads increases. 
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Fig. 18. Throughput of different Executor number in 

WordCount 
 

 
Fig. 19. Throughput of different Executor number in 

Top_N 
 

In terms of system latency, as shown in Fig. 20, in the WordCount topology, if the number 
of Workers in the topology is 3, when the number of threads assigned to each component 
increases, the processing delay of the system decreases first but then increases. When the 
number of threads assigned to each component is (50,80,120), the processing delay of the 
system is minimized and then gradually increases. When the thread configuration exceeds 
(150,240,360), the delay grows faster and exceeded 20 milliseconds when the thread is 
configured to (250,400,600). The different result applies when the number of Workers is set to 
12, when the number of threads assigned to the three components is less than (25, 40, 60), the 
average processing latency of the system within one hour is substantially the same, probably 
about 4 milliseconds. Between (25, 40, 60) and (150,240,360), the latency will gradually 
decrease to about 2ms, and when the thread configuration exceeds (150,240,360), the system 
average processing delay will slowly rise to 3 ms. Consider the reasons for this situation, when 
the number of threads allocated to three components increases, the CPU load is constantly 
increasing, although the total data processing capacity has greatly improved, a single data 
processing delay is increasing, processing efficiency is declining. In the Top_N topology, as 
shown in Fig. 21, with the number of threads increases, the system latency declines slightly. 
When the number of Workers set to 3, the processing delay of the system is minimized when 
the number of threads assigned to each component is (150,120,30,120) and then gradually 
increases. But when the number of Workers is set to 12, the data processing latency is 
declining continuously, because the fact that the minimum delay has exceeded (250, 200, 50, 
200). 

 

 
Fig. 20. Latency of different Executor number in 

WordCount 
 

 
Fig. 21. Latency of different Executor number in 

Top_N 
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In terms of system utilization, as shown in Fig. 22 and Fig. 23, with the increase of the 
number of threads, CPU usage gradually increases. But when the number of threads increases 
to a certain value, the CPU usage increases dramatically. In the WordCount topology, the 
threshold value is (25, 40, 60) when the number of Workers is 3; and the value is 
(100,160,240) when the number of Workers is 12. In the Top_N topology, the threshold value 
is (50,40,10,40) when the number of Workers is 3; and the value is (100,80,20,80) when the 
number of Workers is 12. 

In terms of Memory usage, for the WordCount topology, as the number of threads increases, 
regardless of the number settings being the 3 or 12, the memory usage remains at around 
2,500,000 as shown in Fig. 24. But when the number of Workers is 3, the memory usage will 
increase dramatically when the number of threads in the three components exceeds 
(200,320,480). In the Top_N topology, as shown in Fig. 25, with the increase of the number of 
threads, memory usage gradually increases. When the threads is (15,12,3,12), memory usage 
reaches a maximum value. 

 
Fig. 22. CPU usage of different Executor number in 

WordCount 
 

 
Fig. 23. CPU usage of different Executor number in 

Top_N 
 

 

 
Fig. 24. Memory usage of different Executor number 

in WordCount 
 

 
Fig. 25. Memory usage of different Executor number 

in Top_N 
 

Given the number of Workers in topologies keeps the same and the total number of threads 
of all components unchanged, in the WordCount topology, if the number of threads in the 
three components is changed, the average throughput during the one-hour testing period is 
shown in Fig. 26. From the average throughput of the five configurations (5,8,12), (5,10,10), 
(5,12,8) and (7,10,8), (7,8,10), we find that when the number of threads assigned to the 
launching component stays constant, the average throughput in one hour remains the same 
regardless of how the two Bolt components are changed. When the number of threads assigned 
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to Spout component increases, the system throughput also increases; when the number of 
threads assigned to Spout component decreases, the system throughput also decreases. It is 
observed that the system throughput is only related to the number of threads assigned to the 
delivery component spout. In the Top_N topology, as shown in Fig. 27, similar to the 
WordCount, the system throughput is positively correlated with the number of threads that 
transmit components. When the number of launching component is unchanged, the average 
throughput is constant regardless of how the three Bolt components are changed. 

 
Fig. 26. Throughput of different thread assignments 

in WordCount 
 

 
Fig. 27. Throughput of different thread assignments 

in Top_N 
 

In terms of system latency, for the WordCount topology, when the number of threads 
assigned to the three components is (5,8,12), (5,12,8), (5,10,10), (9,7,9), (12,5,8) , the data 
processing delay is maintained at 3.5 milliseconds in one hour as shown in Fig. 28. But when 
the number of threads assigned to the three components is (7, 10, 8) and (3, 10, 12), the latency 
is very large when Storm cluster starts and then gradually reduces to 3.5 milliseconds when  
running to 40 minutes. Consider that some of the other system processes may consume the 
CPU at the beginning of the operation, resulting in lower data processing efficiency, and when 
these systems are finished, the data processing is back to normal. In the Top_N topology, as 
shown in Fig. 29, when the system is running steadily, the data processing delay is maintained 
at 0.8 milliseconds. Also, when the number of threads is (5,2,1,6) and (9,2,1,2), the latency is 
very large and then gradually reduced to normal, the reason is similar to WordCount. It can be 
concluded that when the number of Workers and the total number of threads are unchanged, no 
matter how the threads are allocated to the three components, the system latency is unchanged, 
although the delay is mainly caused by the Bolt component (named split), but adding threads 
to it does not decrease the delay at all. 

 
Fig. 28. Latency of different thread assignments in 

WordCount 

 
Fig. 29. Latency of different thread assignments in 

Top_N 
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In terms of system utilization, as shown in Fig. 30 and Fig. 31, as the number of Workers 
and the total number of threads are unchanged, the average usage of the CPU during the 
one-hour testing period is virtually unchanged even if the thread assignment to the 
components is changed. When the Storm system runs the topology, the master node and the 
work node continuously allocate tasks and accept tasks, tracking and feedback operations on 
each Tuple, so CPU usage is unstable during topology processing. But the average utilization 
rate of CPUs is very small in one hour, which is 4.7%, 3.6%, 3.7%, 3.7%, 3.8%, 4.6%, 5.2%, 
4.4% respectively in WordCount topology, basically maintains between 3% and 5%. And 
1.5%, 1.6%, 1.5%, 1.5%,1.6%, 1.6% respectively in Top_N topology, maintains between 1% 
and 2%. As shown in Fig. 32 and Fig. 33, because the size of the memory occupied by each 
Worker in the work node is fixed, the system's memory usage is essentially constant when the 
number of Workers settings in the topology is unchanged, even if the thread allocation for the 
three components is adjusted. There are several configurations of memory usage that are 
slightly increased during the experiment, possibly due to the impact of other system programs. 

 
Fig. 30. CPU usage of different thread assignments in 

WordCount 
 

 
Fig. 31. CPU usage of different thread assignments in 

Top_N 
 

 

 
Fig. 32. Memory usage of different thread 

assignments in WordCount 
 
 

 
Fig. 33. Memory usage of different thread 

assignments in Top_N 
 

(2) Hardware Performance Test 
In the hardware performance test, as shown in Fig. 34 and Fig. 35, when using three 

different performance computers to run the same topology, the amount of data processed 
within one hour is 1320700, 1314680, 1317100 respectively in the WordCount topology and 
the average throughput within one hour is 366, 365, 366 Tuple/s. In the Top_N topology, the 
amount of data processed is 200080, 198140, 198580 respectively and all average throughput 
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are 55 Tuple/s. Thus, when the amount of data processed by the system is not large, the 
hardware performance of each node will not affect the throughput of the Storm cluster. 

 

 
Fig. 34. Throughput of different hardware 

performance about WordCount 
 

 
Fig. 35. Throughput of different hardware 

performance about Top_N 
 

In terms of data processing latency, for the WordCount topology, as shown in Fig. 36, in an 
hour of testing, the data processing latency of DELL laptop (Intel (R) Core (TM) i5-2430M 
CPU @ 2.4GHz × 4, 8G) basically maintains between 7 and 8 milliseconds,  HP notebook’s 
(Intel (R) Core (TM) i7-7700HQ CPU @ 2.80GHz 2.81GHz, 8G) latency maintains at about 
3.4 milliseconds, DELL desktop (Intel Core i5-2400CPU @ 3.10GHz × 4, 4G) maintains at 
3.2 milliseconds. Also, in the Top_N topology, as shown in Fig. 37, the data processing 
latency of DELL laptop basically maintains at 2.75 milliseconds,  HP notebook’s latency 
maintains at about 0.68 milliseconds, DELL desktop maintains at 0.47 milliseconds. The 
average delay of DELL notebook with lowest CPU performance is much higher than the other 
two during the one-hour testing period. Although the memory of DELL desktop is only 4G, 
it’s data processing delay is almost half of the DELL notebook and is lower than the HP 
notebook within an hour. So compared to memory, CPU performance has a greater impact on 
data processing latency. 

 
Fig. 36. Latency of different hardware performance 

about WordCount 
 

 
Fig. 37. Latency of different hardware performance 

about Top_N 
 

(3) Robustness Test 
As shown in Fig. 38 and Fig. 39, in the first test, when one node is shut down after 20 

minutes, the system reduces the speed of data processing, because the system has to 
redistribute the task from the down node. The data processing speed resumes to normal 2 
minutes later. In the second test, we shut down two of nodes after 20 minutes, the outcome 
observed is almost the same as the first. The data processing rate becomes smaller in two 
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minutes, but lower than the first failure, because when two nodes do not perform the task, the 
master node needs to spend more system resources for task redistribution, so the data 
processing rate is lower than the one node failure. In the third test, when three of nodes are shut 
down after 20 minutes, data processing speed is declining, after two minutes of task 
redistribution, the speed of system processing data returns to normal. When running to 40 
minutes, we shut down three nodes agin. Because each node in the Storm cluster has no extra 
memory, the system can not achieve the task redistribution, resulting in Storm system failure 
to properly process the data. 

 
Fig. 38. Throught of robustness test about WordCount 

 

 
Fig. 39. Throught of robustness test about Top_N 

 
In terms of system latency, as shown in Fig. 40 and Fig. 41. At the beginning of the tests, 

closing one or two nodes, does not cause a sudden change to the system's calculation delay in 
the two minutes of task redistribution, but the delay gradually reduces as normal within one 
hour of test. When the system is running stable, they are basically maintained at about 3 
milliseconds in WordCount topology and 1 milliseconds in Top_N topology. But in the third 
test, when the three nodes are closed for 40 minutes, data processing delays are also abnormal. 
The Storm system has a strong fault tolerance, when some nodes fail, and the redistribution of 
tasks does not affect the system's calculation delay. But each node should leave extra memory 
space when the system is running, so that the system can have enough space to reallocate the 
task when some nodes behave abnormal. 

 
Fig. 40. Latency of robustness test about WordCount 

 

 
Fig. 41. Latency of robustness test about Top_N 

 

5.2 Result Analysis 
After analyzing the test results, we can conclude that: 
• Increasing the number of Workers in a topology alone does not improve system 

throughput. The throughput of the system has positive correlation to the number of 
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threads assigned to each component and mainly related to the number of threads of 
components that emit data. 

• The latency in data processing is related to the number of Workers and the number of 
threads that assigned to each component. However, the impact is limited. Larger 
numbers of Worker and threads do not lead to a significant low latency. Therefore, a 
reasonable value is to be set according to different computing tasks. The processing 
latency is also affected by hardware performance and mainly related to the CPU 
performance. 

• Storm system handles faulty nodes quickly. Task redistribution has little impact on the 
data processing speed and does not increase the data processing latency. But each node 
should leave extra memory so that the system have enough space to reallocate the task 
when some nodes behave abnormal. 

6. Conclusion 
Big data stream computing helps organizations spot opportunities and risks from real time big 
data, and is being employed in many different application scenarios. Storm, one of the most 
common online stream computing platforms, is now used for computing big data stream, with 
response time ranging from milliseconds to sub-seconds. The performance of Storm plays a 
crucial role in many different application scenarios, however few studies were conducted to 
evaluate the performance of Storm. 

In this paper, we investigate the performance of Storm under different application scenarios. 
Our experimental results show that throughput and latency of Storm is greatly affect by the 
number of instances of each vertex in task topology, and the number of available resources of 
data center. 

The fault-tolerant mechanism of Storm works well in most big data stream computing 
environments. As a result, it is suggested that a dynamical task topology, an elastic scheduling 
framework, and a memory based fault-tolerant mechanism are necessory for providing high 
throughput and low latency services. 

In future work, we are interested in investigating the impact on Storm performance caused 
by the topology and algorithm complexity. Moreover, we plan to examine the behavior of 
Storm on receiving data from the cloud and its impact on performance. 
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