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Abstract

Despite of increasing studies for product recommendation, the recommendation of product repurchase 

timing has not yet been studied actively. This study aims to propose deep neural network models usingsimple 

purchase history data to predict the repurchase timing of each customer and compare performances of 

the models from the perspective of prediction quality, including expected ROI of promotion, variability of 

precision and recall, and diversity of target selection for promotion. As an experiment result, a recurrent 

neural network (RNN) model showed higher promotion ROI and the smaller variability compared to MLP 

and other models. The proposed model can be used to develop a CRM system that can offer SMS or app-based 

promotionsto the customer at the right time. This model can also be used to increase sales for product 

repurchase businesses by balancing the level of ordersas well as inducing repurchases by customers.
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(a) Days needed for promotion due to lack of orders (b) Cumulative order quantities by hour

<Figure 1> Orders by Time : The Case of a Pizza Store

1. Introduction

With advances in machine learning tech-

nologies, recommendation systems are evolving 

to be smarter and higher quality systems. Existing 

studies for recommenders have focused on rec-

ommending an appropriate item based on custom-

er preference. However, despite its importance, 

the recommendation of product repurchase timing 

has not yet been studied actively. In particular, 

in the case of repetitive purchasing of items such 

as food or grocery items, there exists many oppor-

tunities to increase the sales of a company if the 

appropriate promotion can be provided at the right 

time. Sato et al. [2015] and Zhao et al. [2014] 

also pointed out that research on timing in recom-

mending items is still in its early stages. If a 

company captures the exact reorder time based 

on the buying behavior of each customer and 

sends a promotion offer for a product at the correct 

time when there is the lack of an order, the com-

pany can supplement additional orders, as well 

as prevent buying from a competitor’s company. 

<Figure 1> shows the cumulative order quantities 

by hour for a pizza store. There are insufficient 

order quantities for 7 days out of 10 days, from 

Mar. 1 to Mar 11,2017, as seen in <Figure (a)>. 

This provides an opportunity to increase sales 

if a company sends a promotion offer to target 

customers who are predicted to purchase soon. 

The promotion offer can be triggered when the 

order quantity drops below a predefined order 

level by monitoring over time, as shown in 

<Figure (b)>.

The purpose of this study is to propose models 

for predicting the repurchase time of customers 

by using only purchase history information con-

sisting of the purchase date of the customers. 

The prediction model for repurchase timing based 

on purchase history is advantageous because it 

can be applied to every product repurchase domain 

where there exists a history of purchase dates 

for each customer. The proposed model can be 

used to build a customer relationship management 

(CRM) system, including a push-based coupon 

promotion using mobile SMS or smartphone apps. 

On the other hand, interest in deep learning has 

been rapidly increasing due to the success of 
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AlphaGo, an artificial intelligence Go program 

made by Google DeepMind. Deep learning is a 

deeper design of existing neural networks, and 

it has shown good performance in autonomous 

navigation, character recognition, natural lan-

guage processing, etc. However, there is still a 

lack of research applying deep learning to corpo-

rate management. In this study, we apply the 

recurrent neural network (RNN), one of the most 

popular deep learning models, to the field of cus-

tomer relationship management and investigate 

the usefulness of the model. Specifically, we build 

a learning model for a grocery domain with the 

input of weekly purchase patterns, which are ob-

tained by subdividing the purchase history of a 

week into early-week, mid-week, and weekend, 

and predict repurchase timing for individual cus-

tomers based on learned purchase patterns. A 

multilayer perceptron (MLP) and a RNN are used 

for predicting the repurchase timing and compar-

ison results of prediction quality including ex-

pected ROI of promotion, variability of precision 

and recall, and diversity of target selection for 

promotion is presented.

The composition of this study is as follows. 

Section 2 examines existing methods for predict-

ing the purchase timing and background of re-

current neural networks. In section 3, the structure 

and input data architecture of MLP and RNN 

models to predict repurchase timing are proposed. 

Section 4 summarizes the data set used in the 

experiment, the performance metrics, and the ex-

perimental results. Finally, section 5 introduces 

a strategy to apply the proposed model to customer 

relationship management and presents future re-

search directions.

2. Existing Research

2.1 Research to Predict Purchase Timing

In previous research, the way to predict when 

to buy has been divided into two types depending 

on what kinds of information are used for pre-

diction : explanatory variable and time series data. 

Among the approaches to predict when to buy 

based on an explanatory variable, there are stat-

istical methods and context-aware recommender 

system using context information. The approach 

of predicting when to buy using time series data 

includes the time series model, stochastic proba-

bility model, and time interval pattern mining. 

Agrawal et al. [2011], Oh et al. [2014], and Gould 

and Dong [2000] tried to predict purchase timing 

using explanatory variables such as customer 

characteristics and buying behavior. Agrawal et 

al. [2011] presented a model to determine the opti-

mal purchase timing for durable goods. In the 

case of furniture and high-priced electronic prod-

ucts, the price is high at first, but the price tends 

to decline over time, while the customer has higher 

satisfaction when purchasing new products, so 

there exist trade-offs between the benefits of 

price and satisfaction. They proposed a model 

that determines the optimal purchase timing by 

constructing the utility function of customers with 

the price and the benefit of the customers’ pre-

emption as variables. Oh et al. [2014] presented 

a model for recommending a TV program and 

developed a recommender system. They found 

that the start time and the duration of a TV pro-

gram affected the user’s preference for the TV 

program and built a probability model of watching 
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it to the end using the start time and the duration. 

The recommendation is made only when there 

is a TV program with a higher preference than 

the TV program that the user is currently 

watching. These two studies are aimed at recom-

mendation timing, but the characteristics of items 

and the purpose of recommendation are different 

from this study. One statistical approach to predict 

repurchase timing by using explanatory variables 

is a method based on survival analysis. Wang 

and Zhang [2013] proposed a recommendation 

system by applying a proportional hazards model 

in survival analysis. The prediction method of 

the repurchase time based on survival analysis 

assumes the cumulative distribution of the pur-

chase probability over time using statistical dis-

tribution and predicts the parameters used in the 

distribution so as to minimize the error of the 

difference with actual purchase timing data. 

However, survival analysis is suitable for predict-

ing the repurchase period of durable goods, but 

is not suitable for predicting the repurchase timing 

of short purchase cycle products such as food 

or grocery items.

Meanwhile, the most active research areas for 

predicting a customer’s repurchase timing using 

time series data are periodic pattern mining, se-

quential pattern mining, and cyclic pattern mining. 

These are data mining techniques that detect pe-

riodicity, sequential patterns, or cyclic patterns 

from event data collected in time series. Chiang 

et al. [2005], Chen and Huang [2005], and Hu et 

al. [2009] suggested methods to detect time inter-

vals between sequential events. These studies 

are aimed at discovering repurchase cycles for 

consumer products by extending sequential pat-

tern mining. Methods of predicting the next pur-

chase time by obtaining the sequential pattern 

interval have a disadvantage in that it is hard 

to generalize to a product with an irregular 

periodicity. The probabilistic model can also be 

used to predict repurchase timing based on time 

series data. Rendle et al. [2010] and Wang et al. 

[2011] proposed a model that predicts the next 

shopping items based on time series data by com-

bining the latent factor model and the Markov 

chain model. With the emergence of ubiquitous 

computing, research on context-aware recom-

menders has been actively conducted, and these 

studies also recommend items with timing in-

formation [Deng et al., 2014; Yuan et al., 2013; 

Oku et al., 2009]. A just-in-time recommender 

provides a function for recommending resources 

tailored to the preferences and needs of users. 

It aims at recommending relevant items that 

match users’ personal interests at the right time 

without waiting for users to initiate any inter-

action [Akermi et al., 2016]. The context-aware 

recommender also tries to recommend items at 

the right time in a specific domain, but it differs 

from this study in order to develop a general-

purpose prediction model for repurchase timing.

With the remarkable success of deep learning, 

there isan increasing number of studies trying 

to find deep neural network solutions in the area 

of recommender systems [Hidasi et al., 2016; Tan 

et al., 2016]. The insight to apply a deep neural 

network to recommend items is based on the fact 

that there are intrinsic patterns in the sequence 

of customers’ buying actions. However, none of 

the above deep neural network solutions in recom-

mender systems considers the time interval be-
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tween customers’ buying actions, while detecting 

time interval patterns is crucial for our study 

to recommend at the right time. Zhu et al. [2017] 

also suggest that it is important to exploit time 

information when modeling users’behaviors, so 

as to improve the recommendation performance. 

2.2 Recurrent Neural Network

Recurrent neural network (RNN) is a neural 

network that mainly refers to in-depth neural 

networks and improves the expression ability of 

data by using more intermediate layers than con-

ventional neural networks. Recently, deep learn-

ing networks have been rapidly applied in the 

domain of image recognition and natural language 

processing with the introduction of a new learning 

method for in-depth neural networks called pre-

learning by Hinton et al. [2006]. RNN is the most 

popular deep learning model along with convolu-

tional neural network (CNN) and is known to 

be suitable for learning and reasoning about time 

series data [Liu et al., 2014; Mulder et al., 2015]. 

RNN is designed to process the input information 

based on an understanding of previous input in-

formation by combining past and present input 

information together. Therefore, RNN is mainly 

used in domains where dependency among input 

variables is expected to exist, unlike conventional 

neural networks which mainly use independent 

input variables as learning data. RNN consists 

of nodes of input layer (      ), hidden 

layer (  ), and output layer (  

 ). RNN also includes weight U that connects 

the input layer and the hidden layer, weight V 

that connects the hidden layer and the output 

layer, and weight W that connects each node of 

the hidden layer. RNN differs from multilayer 

perceptron neural networks in that each node of 

the hidden layer acts as a network memory be-

cause the nodes of the hidden layer are sequen-

tially connected so as to easily memorize the pre-

vious information. The structure of the RNN can 

be constructed in various ways. A many-to-many 

RNN structure is mainly used to produce an output 

value for every time step in the field of natural 

language processing such as automatic trans-

lation and speech recognition, while a many-to-

one RNN structure is used in sentiment analysis 

that produces a final positive or negative target 

value when a sentence is entered.

Although the RNN processes the current input 

information in association with the previous input 

information, it has a limitation in learning long-

range dependencies. According to Bengio et al. 

[1994], when learning a long sequence of inputs 

using a back propagation through time (BPTT) 

learning algorithm, a vanishing gradient problem 

or an exploding gradient problem may occur. This 

is a phenomenon where the final gradient value 

exponentially disappears or increases due to the 

repetitive multiplication of a small or large gra-

dient along a long sequence in the learning pro-

cess. To overcome the vanishing gradient prob-

lem, it has been suggested to initialize the weights 

to suitable values and apply a regularization 

method. The use of the ReLU function instead 

of the hyperbolic tangent or sigmoid function as 

the activation function is also proposed as a meth-

od to solve the vanishing gradient problem. In 

addition, there are several RNN models such as 

long short-term memory (LSTM) or gated re-



78 JOURNAL OF INFORMATION TECHNOLOGY APPLICATIONS & MANAGEMENT

current unit (GRU) as fundamental solutions to 

the vanishing gradient problem. LSTM was first 

proposed in 1997 [Hochreiter, 1997] and is cur-

rently one of the most widely used models in 

natural language processing, and GRU is a sim-

plified version of LSTM published in 2014 [Chung 

et al., 2014]. Both models are introduced to over-

come the vanishing gradient problem and are 

known to process long input sequences effec-

tively. 

3. Proposed Deep Neural Network 

Models

The multilayer perceptron (MLP) and recurrent 

neural network (RNN) are adopted in order to 

predict the purchase timing of product re-

purchases by assuming that there are intrinsic 

periodicity patterns in the customers’ buying 

action. Since the MLP model does not have a 

mechanism to memorize previous information, it 

is likely to predict the next purchase timing by 

learning only the purchase frequency or interval 

pattern of customers. However, in the case of 

the RNN model, since it is possible to learn the 

temporal change in addition to the purchase fre-

quency and the interval pattern for each customer, 

it may be possible to learn the pattern in which 

the purchase interval becomes faster or slower.

3.1 Proposed Architecture of Neural Networks

The first decision to construct a neural network 

model is to design the structure of input data 

for the model. This study redefines the problem 

of predicting the repurchase timing of each cus-

tomer as the problem of predicting who is expected 

to purchase in the next period depending on the 

previous purchase history. Since the objective 

of prediction is to classify “purchase” or “not pur-

chase” in the next period for each customer, binary 

data is enough to use for training data. Another 

key decision in relation to the structure design 

of the input data is to determine the length of 

the period, which is called a time bucket in this 

study. Since the suitable length of a period depends 

on the data characteristics of a specific domain, 

it is required to examine trends and periodicity 

in advance. In the Tafeng dataset, which is the 

purchase history of a grocery store in Taiwan 

and was adopted in this study to a build model, 

there is a strong tendency of weekly periodicity, 

such as purchasing mainly on weekends. <Figure 

2> shows the sales trends of the store during 

four months by dividing it into the time buckets 

of early-weekday, mid-weekday, and weekend. 

It shows a strong weekly periodicity pattern 

where sales volume increases in every weekend 

bucket. The way the time bucket is divided into 

early-weekday, mid-weekday, and weekend can 

be a useful way of providing promotions to pro-

spective buyers. For example, if a store does not 

have enough orders during a certain time bucket, 

it is possible to expand the sales volume by pre-

dicting target customers who are likely to buy 

during the time bucket and sending an SMS pro-

motion that offers gifts or discounts.

However, since the RNN model has the capa-

bility to learn the temporal change, it may be 

possible to learn the pattern in which the purchase 

interval becomes faster or slower over time. 

Therefore, we define the term “weekly purchase 
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<Figure 2> Sales Trends by Time Buckets (Tafeng Dataset)

Weekly purchase pattern code  Definition of weekly purchase pattern

1 0-0-0 no purchase

2 0-0-1 purchase on weekend

3 0-1-0 purchase during mid-weekday

4 0-1-1 purchase during mid-weekday and on weekend

5 1-0-0 purchase during early-weekday

6 1-0-1 purchase during early-weekday and on weekend

7 1-1-0 purchase during early-weekday and mid-weekday

8 1-1-1 purchase during entire time bucket

<Table 1> Definition of Weekly Purchase Patterns

pattern” in order to capture the trends of faster 

or slower purchasing intervals, as well as cyclic 

trends of heavy purchasing on weekends for each 

customer at the same time. <Table 1> shows 

definitions of eight weekly purchase patterns.

The second decision to construct a neural net-

work model is to design the architecture of the 

model. The architecture of the proposed MLPis 

shown in <Figure 3>. The MLP to be used for 

prediction is a four-layered, fully connected neural 

network consisting of an input, an output, and 

two hidden layers. The ReLU activation function 

for the first two layers and the sigmoid activation 

function for the output layer were adopted for 

better performance. Figure 3shows two MLP ar-

chitectures : (a) for the case of not using weekly 

purchase patterns as input data and (b) the case 

of using weekly purchase patterns. Both archi-

tectures are designed to predict the purchases 

of T week using the purchase history up to T-1 

weeks.

As shown in <Figure 3 (a)>, in the case of 

the MLP model without weekly purchase patterns, 

the output value is shown as the probability value 

for the early-weekday, mid-weekday, and week-

end purchases because the sigmoid activation 

function is used in the final output layer. There-

fore, if the output value is greater than or equal 

to a predefined threshold, the final output is set 

to 1 (purchase). For the case of the MLP model 

with a weekly purchase pattern <Figure 3 (b)>, 

eights neurons in the output layer represent the 

probability distribution about eight weekly pur-

chase patterns because one-hot vector coding is 



80 JOURNAL OF INFORMATION TECHNOLOGY APPLICATIONS & MANAGEMENT

<Figure 4> Proposed Architecture of RNN Model

(a) MLP architecture without weekly purchase pattern (b) MLP architecture with weekly purchase pattern

<Figure 3> MLP Architecture to Predict Whether to Purchase at Tth Week

used to represent the weekly purchase pattern code. 

On the other hand, the RNN model has the 

advantage of reflecting time-dependent charac-

teristics. The final output of the RNN model pro-

posed in this study is expressed as a joint proba-

bility of weekly purchase patterns and is calcu-

lated as a product of the probability that a purchase 

pattern in the next period will appear when the 

purchase patterns of the previous periods are 

known.

 ⋯   ∏  
  ⋯        (1)

where   is purchase pattern of i
th week

The proposed architecture of the RNN consists 

of nodes of input layer (    ), hidden 

layer (  ), and output layer ( 

) and includes weight U that connects the 

input layer and the hidden layer, weight V that 

connects the hidden layer and the output layer, 

and weight W that connects each node of the 

hidden layer <Figure 4>. 

The activation function, which is mainly applied 

to the hidden node, is a hyperbolic tangent (tanh) 

function that outputs a value between -1 and 

1. The activation function applied to the output 

layer node is a soft max function that converts 
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the output value into a probability value [Mulder 

et al., 2015]. In <Figure 3>, the node output of 

the hidden layer () and the output layer () 

are calculated as follows [Mulder et al., 2015]. 

              (2)

where tanh ()=
 

 

        (3)

        where softmax  




Like the MLP model with weekly purchase pat-

terns <Figure 2(b)>, the final value of the output 

layer is given as the probability distribution for 

the eight purchase patterns, and the index with 

the greatest probability is selected as the final 

purchase pattern of the next week.

 

3.2 Learning and Implementation of Neural 

Networks

Learning in the neural network model is doneto 

find the connection weights U, V, W that minimize 

the loss function, which is a function of the differ-

ence between the target value and the output 

value. The most common loss function for a neural 

network is a cross-entropy function. If there are 

N learning cases, the loss of the predicted value 

() of the network to the actual target value 

() is calculated as follows.

           
 ∑∈    (4)

This study also uses the cross-entropy function 

as a loss function for the learning of MLP and 

RNN models. In particular, in an RNN model that 

produces output values at each time step, the 

total loss value is calculated as the sum of the 

losses per time step. The back propagation algo-

rithm (BP), which is a way to efficiently calculate 

the gradients starting from the output, is used 

for learning MLP [Nielsen, 2015] and the back 

propagation through time (BPTT) algorithm was 

adopted to train the RNN model. Unlike the learn-

ing in the BP, the loss function of BPTT is com-

posed of summing up the error values calculated 

over multiplesteps because the prediction values 

are calculated separately for each period. The 

BPTT algorithm is also different from BP in that 

the gradient at each output depends not only on 

the calculations of the current time step, but also 

the previous time steps, because the parameters 

are shared by all time steps in the network. For 

example, in order to calculate the gradient at t 

= 4, it would be required to back propagate three 

steps and sum up the gradients. The loss function 

and the gradient are calculated by summing the 

loss value and the gradient value at each step, 

respectively, as follows.

      ∑  
  ∂

∂
∑  


∂
∂

(5)

It is known that RNNs trained with BPTT 

have difficulties learning long-term depend-

encies due to what is called the vanishing/ex-

ploding gradient problem. The vanishing gra-

dient problem can be avoided by setting an ap-

propriate initial value for the connection weights. 

It is recommended to set the initial value of the 

weights at random between 


 and 


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<Figure 5> Distribution of Number of Customers According to the Number of Purchased Buckets

when n is the number of incoming connections 

from the previous layer [Glorot and Bengio, 

2010]. Therefore, initialization of connection 

weights is performed by applying this method 

in this study. On the other hand, learning is per-

formed by using stochastic gradient descent 

(SGD) as a method for finding connection weights 

in BPTT. SGD is a method of updating the 

weights by calculating the gradient that mini-

mizes the loss function using randomly sampled 

data from the training data to reduce computa-

tional load for evaluating the sums of gradients. 

The Theano library [Bastien et al., 2012; Bergstra 

et al., 2010] was adopted to implement MLP and 

RNN models in this study. Theano is a Python-

based library that is widely used as a commercial 

service development language for various plat-

forms.

4. Performance Evaluation

4.1 Data Set for Experiment

This study used the Tafeng dataset to evaluate 

performance of proposed MLP and RNN architec-

tures. The Tafeng data set was collected for re-

search purposes by the Academia Sinica Artificial 

Intelligence for Investigating Anti-cancer Solutions 

Lab in Taiwan. This data consists of the purchase 

history of 817,741 transactions, including 32,266 

users with 23,812 items and 2,012 item category 

information during 4 months (120 days) from 

November 2000 to February 2001. The data set 

is divided into 16 weeks, and each week is sub-

divided into three time buckets again such as 

early-weekday, mid-weekday, and weekend. 

Each time bucket has value 1 if one or more pur-

chases were made during this period by each 

customer, or 0 if there were no purchase trans-

actions during this period for each customer. As 

a result, the average number of purchased buckets 

for all customers over four months is 3.358 among 

48 time buckets. <Figure 5> shows the dis-

tribution of number of customers according to 

the number of purchased buckets.

4.2 Performance Metric for Evaluation

Precision and recall were adopted to evaluate 

the prediction quality of MLP and RNN, because 



Vol.25  No.2 Deep Neural Network Models to Recommend Product Repurchase at the Right Time 83

the number of purchased buckets and non-pur-

chased buckets are unbalanced in the data set. 

Precision is defined as the percentage of actual 

purchasers who are predicted to purchase during 

the next time bucket by neural network models. 

Recall is defined as the percentage of predicted 

purchasers who are actual purchasers in the next 

time bucket. The number of target customers 

to be promoted can be another candidate perform-

ance metric for practical application, because the 

number of target customers is related to the num-

ber of additional orders. If there are too many 

target customers for promotion, delivery may be 

delayed due to order congestion, and if the number 

of promotional target customers is too small, the 

promotional effect may hardly appear. Once the 

number of target customers for promotion has 

been determined, the expected return on invest-

ment (ROI) for the promotion can be calculated 

in the following manner, since the precision has 

already been calculated.

     ×   ×  (6)

               ×   

× 

where, TC : The number of target customers 

for promotion

    EP : Expected purchasers 

(= TC×Precision)

    Csms : Cost per SMS

Cspam : Cost per spam SMS

Cgift : Cost of promotion gift per purchaser

P : Profit for unit sale

In addition to the expected ROI, it is necessary 

to review the variability of precision and recall 

in order to apply the proposed model to practical 

industry. If the performance evaluation results 

of the model show a lot of differences in each 

turn, the model may not be reliable. The variability 

is calculated using the average deviation of the 

precision and the recall for each prediction in this 

experiment. Another performance metric is the 

diversity of target customer selection. If the same 

customer is selected for promotion every week, 

it will be difficult to apply to actual marketing 

promotions. Therefore, the metric (D2) of how 

different the target customers are for each of 

the early-weekday, the mid-weekday, and the 

weekend, and the ratio of the customers (D1) 

who were promoted in the previous week can 

be used to determine diversity of target customer 

selection, as follows.

    ‖‖
‖ ∩‖

(7)

    ‖‖
‖

∩
∩



(8)

  : Target customers for promotion during 

ith week


  : Target customers for promotion during 

early weekday of i
th
 week

Model learning and performance evaluation are 

done in the following way. First, the neural net-

work model is learned by using the purchase his-

tory from the 1st week to the T-2th week as the 

explanatory data, assigning the purchase history 

of the T-1th week as the target data. When the 

learning is completed, the purchasing history from 
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the 2
nd
 week to the T-1

th
 week is used as ex-

planatory data to predict whether the customer 

will purchase during the Tth week, and then the 

performance evaluation is performed comparing 

it with the actual purchase. In this way, the pre-

diction from T week to T+N week is repeated 

and the N+1 prediction results are averaged to 

be used as a final performance measurement.

4.3 Experiment Results

A naïve model was constructed to set the base 

for comparison in the performance evaluation. In 

the naïve model, it is predicted to purchase during 

T-1th week if the number of purchased time buck-

ets from the 1st week to T-2th week is greater 

than the threshold value. The threshold value 

is determined as a value that maximizes the 

F-measure for the predicted result of the T-1th 

week. Then, if the number of time buckets from 

the 2nd week to T-1th week is greater than this 

predetermined threshold value, it is predicted to 

purchase during T
th
 week, as follows.

 
   ∑   

  
 ≥ θ



  
(9)

 
    

 (10)

  
 β× 

  


β ×  
 ×  



(11)

where,   = early-weekday, mid-weekday or 

weekend

     
  = 1, if purchased in the time bucket 

k of week i (else 0)

     
  = 1, if purchased in the time bucket 

k of week T (else 0)

Precision is an important criterion for determin-

ing the spam rate, as well as the response rate, 

to the promotion in this study. Therefore, it is 

desirable to obtain the F value by placing a higher 

weight on precision. We set   to 0.2 in this 

experiment. The training model was built with 

the purchase history from the 1
st
 week to 10

th
 

week as the explanatory data and the purchase 

of 11th week as the target data. Then, the purchas-

ing history of the 2
nd
 week to 11

th
 week is input 

into this model again to predict whether the cus-

tomer will purchase during the 12th week. In this 

way, the predictions during 5 weeks from the 

12th week to 16th week were performed in-

dependently, and then the performance of each 

model was compared using the 5-week average.

Seven models were prepared for performance 

evaluation. RNN (H = 20) is an RNN model includ-

ing a hidden layer with 20 nodes, and MLP (H1 

= 10, H2 = 10, NoDO) is a fully connected MLP 

model with 10 nodes in the first and second hidden 

layers. MLP (H1 = 10, H2 = 11, DO) is a model 

in which dropout is applied to 20% of the con-

nections between the input layer and the first 

hidden layer in the MLP model. Dropout is a regu-

larization technique for neural network models 

proposed by Srivastava et al. [2014]. MLP (H1 

= 10, H2 = 10, NOPP) is an MLP model without 

using weekly purchase patterns, as shown in 

<Figure 2 (a)> and NAIVE (Beta = 0.2) is the 

basic naïve model with beta set to 0.2. In addition, 

RF_MLP is an MLP model that uses only recency 

and frequency, which are derived from the pur-

chase history, as input data, and RF+PH_MLP_DO 

(H1 = 50, H2 = 50) is an MLP model with 50 

nodes of the first and second hidden layers and 
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<Figure 6> Average Number of Target Customers for Promotion and Expected Purchasers 

uses purchase history, recency and frequency to-

gether as input data. <Figure 5> shows the aver-

age number of target customers selected for pro-

motion by each model and the average number 

of expected purchasers as a result of promotion. 

The number of expected purchasers was calcu-

lated by multiplying the number of target custom-

ers for promotion by the precision of each model.

According to <Figure 6>, the average number 

of target customers for promotion and the average 

number of expected purchasers are the largest 

in the MLP (H1 = 10, H2 = 10, NOPP) model, 

and the smallest in the MLP (H1 = 10, H2 = 11, 

DO) model. The average expected ROI can be 

calculated after the average number of target cus-

tomers for promotion and expected purchasers 

are calculated. Average expected ROI is estimated 

under the assumption of      

  . Since the cost of spam SMS () is 

unknown, the average expected ROI is examined 

by changing the cost of spam from $0.3 to $3. 

In Figure 7, the average expected ROI of the RNN 

(H = 20) model is the highest in the interval of 

    . The average expected ROI of 

the MLP (H1 = 10, H2 = 10, NOPP) model, which 

does not use weekly purchase patterns, is sig-

nificantly reduced as the cost of spam increases. 

Therefore, in this domain, it is better to apply 

the purchase pattern to predict the customers to 

be targeted when the cost of spamming is high. 

The average expected ROI calculated in this ex-

periment was calculated in a very conservative 

manner. Since the precision used in this experi-

ment was calculated without providing any kind 

of gift or discount to the target customer for pro-

motion, the actual ROI may be higher if the store 

provides an appropriate discount or gift for each 

customer in practical application.

<Figure 7> Average Expected ROI by Model and Spam Cost

<Figure 8> compares the performance of each 

model in terms of variability of precision and 

recall. As shown in the graph, the variability of 

the RNN (H = 20) model is the smallest, and 

is the most stable model. Figure 9 shows diversity 

by model. The MLP (H1 = 10, H2 = 10, NOPP) 

model is the most favorable for D1 in terms of 



86 JOURNAL OF INFORMATION TECHNOLOGY APPLICATIONS & MANAGEMENT

how different customers are selected for promo-

tion each week. For the metric D2 of how different 

the target customers are for each of the ear-

ly-weekday, the mid-weekday, and the weekend, 

the NAIVE (Beta = 0.2) model was the highest.

<Figure 8> Variability of Precision and Recall for 5 Predicted 

Weeks

<Figure 9> Diversity by Model

On the other hand, if there are restrictions such 

as delivery capacity or lack of inventory, it is 

desirable to select the model by considering the 

number of target customers for promotion rather 

than expected ROI. In addition, if frequent SMS 

promotions are thought to be able to give custom-

ers fatigue, it is necessary to increase the diver-

sity. The weekly diversity also will be increased 

when a different model is chosen to predict target 

customers for promotion every week.

5. Conclusion 

Deep neural network models were proposed 

to recommend product repurchase at the right 

time based on simple purchase history infor-

mation, and the usefulness of the RNN model 

in the grocery domain was investigated through 

performance evaluation. Performance metrics 

were also proposed to choose effective models 

for target selection, and the usefulness of the 

metrics was checked. The proposed models and 

metrics can be applied for customized promotions 

to increase sales in the retail sector. The two 

profit-making approaches in the retail business 

are cost reduction and sales growth. However, 

it is hard to make profit through cost reduction 

in this competitive business sector because there 

has already been a lot of pressure to cut costs 

for a long time. According to the literature of 

customer relationship management, in terms of 

sales growth, it is desirable to obtain a large num-

ber of loyal customers by attracting repetitive 

purchase. One way to prevent customer churn 

to competitors, as well as to promote repetitive 

buying, is to recommend the right product at the 

right time. The proposed models and metrics in 

this study can be applied for the promotion system 

of retail businesses to expand sales when there 

is a lack of orders.

Recurrent neural networks (RNN) have been 

mainly applied to language models until now. 

However, it is hard to find an RNN model applied 

to CRM. In the case of the language model, there 

are performance issues of RNN models such as 

running time, because the number of vocabulary 

words is large. On the other hand, in the case 
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of CRM application of the RNN model, perform-

ance is not an important issue because the number 

of dimensions in RNN nodes and weights is rela-

tively small in customer data. In terms of pre-

diction quality, the prediction accuracy of RNN 

models in CRM tends to be lower than that in 

natural language processing since it is hard to 

find distinct patterns in customer data, while there 

are common patterns in language sentences due 

to sharing grammars. In addition, the sparseness 

of purchase history data causes prediction accu-

racy to deteriorate in the RNN models of CRM. 

Therefore, it is necessary to use a strategy for 

aggregating the number of purchases for an ap-

propriate period or designing purchase patterns 

with additional features to overcome thesparsity 

issue in purchase history data.

For future research, it is possible to build a 

personalized promotional system using the deep 

neural network models proposed in this study. 

When the response to a promotion offer, which 

is provided by the customers, is fed back and 

accumulated, the prediction quality can be im-

proved by using the response to the promotion 

as an additional input data of the prediction model 

proposed in this study. Sato et al. [2015] also 

proposed a customized Bayesian personalized 

ranking (BPR) recommendation system that 

combines sensitivity information based on price 

discounts as well as customer preferences for 

items in the retail business sector.
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