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About 3.9 million apps and 24 primary categories can be approved on Apple iTunes Store. Making accurate 

categorization can potentially receive many benefits for developers, app stores, and users, such as improving 

discoverability and receiving long-term revenue. However, current categorization problems may cause usage inefficiency 

and confusion, especially for cross-attribution, etc. This study focused on evaluating the reliability of app categorization 

on Apple iTunes Store by using several rounds of inter-rater reliability statistics, locating categorization problems based 

on Machine Learning, and making more accurate suggestions about representative functionality stems for each primary 

category. A mixed methods research was performed and total 4905 popular apps were observed. The original 

categorization was proved to be substantial reliable but need further improvement. The representative functionality 

stems for each category were identified. This paper may provide some fusion research experience and methodological 

suggestions in categorization research field and improve app store’s categorization in discoverability.
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1. Introduction

Nowadays, mobile applications have been wi-

dely developed to assist with our daily usage. 

Mobile applications are now changing the world 

and enriching people’s different kinds of require-

ments and lives. The App Stores have grown 

into a vibrant ecosystem which consists of mil-

lions of apps, developers, and billions of users. 

Until April 2018, more than 3.9 million apps on 

iOS platform and more than 3.7 million apps on 

Google Android platform can be approved. Es-

pecially, more than 1.52 million available apps 

can be approved on iOS platform. In order to 

help users discover new apps to fit their needs, 

Apple iTunes Store and Google Play established 

several categories to manage their apps. For 

example, total twenty-four primary categories 

are used on Apple iTunes Store and total thirty- 

three primary categories are used on Google 

Play. When app designers or publishers want to 

upload their apps to Apple iTunes Store, they 

have to assign two categories to their apps which 

include a primary and a secondary category. Pri-

mary category shows the best descriptions of 

the main function of an app. When users browse 

the App Store and try to filter search results, 

primary category can help users discover what 

they need directly about an app’s main function. 

Generally, there are several methods for users 

to search and locate a needed app. First, users 

pick up some keywords based on their searching 

abilities and experience to locate an app. Second, 

users can receive some external information 

(Word-of-Mouth, app advertisement, some mar-

keting promotions, etc.) about an app and search 

app’s name or some related information directly 

on the App Store. Third, users can browse and 

observe App Store directly and locate an app by 

using some internal information, such as using 

best apps top ranking list, top grossing list, po-

pular app list, new app list, special collections, as 

well as browsing App Store’s categories directly. 

App designers, for both Apple iTunes Store and 

Google Play, are required to following developer 

programs and guiding principles to design and 

submit their apps to a specific category. All of 

the apps in different categories should satisfy 

the design principles, such as Safety, Performance, 

Business, Design and Legal. Before app designers 

publish their apps online, assigning an accurate 

and effective category is particularly important 

for app’s discoverability on the App Store. Cate-

gory for an app means a map and a direction.

However, some problems about App Store’s 

“Categorization” may cause usage inefficiency 

and confusion. For example, on Apple iTunes 

Store, some primary category names are unintelli-

gible which contains several meanings and no 

further descriptions can be found, such as “Busi-

ness”, “Productivity”, “Utilities”, or “Reference”. 

Some primary categories may cause cross-attri-

bution problems for some apps, such as primary 

category “Magazines & Newspapers” and “News.” 

Especially, both Apple iTunes Store and Google 

Play have no keywords for representative func-

tionalities of different categories. Apple iTunes 

Store shows the category descriptions and exam-

ples as same as Google Play shows examples 

only on their developer’s websites. Users cannot 

browse such descriptions directly on App Stores. 

Furthermore, app designers and publishers ge-

nerally choose primary and secondary categories 

for their apps at the beginning when they submit 

them on App Store. That means apps are assigned 

to categories arbitrarily by developers. Both Apple 
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iTunes Store and Google Play are lack of stricter 

management regulations for app categorization 

which may cause inappropriate classification. For 

example, an app named “Remind : School Com-

munication” on Apple iTunes Store was classi-

fied as an educational app that belonged to the 

Education primary category just because this 

app supplied a communication platform for stu-

dents. However, based on the app description 

and actual using test, the main functions of this 

app showed significant function characteristics 

of Social Networking category. 

The purpose of this study focused on evalua-

ting the reliability of app categorization on Apple 

iTunes Store, locating categorization problems, 

and making more accurate suggestions for repre-

sentative functionality stems in the form of sim-

ple words (hereafter simplified as stems) of each 

primary category. In this paper, mixed methods 

research was performed to verify the categori-

zation and related functionality stems. At the 

first research stage, we investigated the inter- 

rater reliability of categorization on Apple iTunes 

Store. Top ten popular apps were selected from 

each primary category. Total 210 apps from 21 

categories were classified again by using Apple 

iTunes Store’s original categorization except cate-

gory Game, Stickers, and Magezines & News-

papers because of their secondary categories. 

The inter-rater reliability was used to check and 

locate the problems of the original categorization 

on Apple iTunes Store. At the second research 

stage, a data mining process for identifying the 

representative functionality stems of each cate-

gory was performed. As we know, app descrip-

tion offers the most important information about 

the app and its features, functionality keywords, 

search terms, etc. It directly affects App Store’s 

optimization process which can optimize the key-

words searching results on App Stores. An effi-

cient app description can make the app ranking 

higher and more discoverable to potential cus-

tomers (Olabenjo, 2016; Berardi et al., 2015). 

Therefore, we selected 240 top popular apps for 

each category of total 21 categories and investi-

gated the frequency of each functionality stems 

for each category by developing and conducting 

a mixed research method. After screening, total 

4,905 apps were investigated. The functionality 

stems with high frequency were considered as 

the representative keywords for each specific 

category. Further verification process was also 

performed by using Term-Frequency-Inverse 

Document Frequency (TF-IDF) method. We per-

formed another round of inter-rater reliability 

with Cohen kappa to evaluate whether the ex-

tracted functionality stems significantly repre-

sented the features of each category. The results 

showed that the extracted results of functio-

nality stems had high probabilities to help app 

developers categorize their apps in a proper 

category. And it was also helpful for users to 

use those representative functionality stems for 

app searching on Apple iTunes Store. 

2. Literature Review

2.1 App Store Categorization

Apple iTunes Store as a closed development 

platform is the official host for almost four mil-

lion iOS applications. It plays a very important 

role in our daily lives for providing a variety of 

useful tools on iPhone, iPad, iPod touch, Mac, 

PC, and Apple TV. However, how to search and 

locate a useful one among millions of applica-
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tions is a challenging thing. Apple iTunes Store 

has total twenty-four primary categories. Gene-

rally, app designers assign categories for their 

apps when they start to publish them on Apple 

iTunes Store. It caused a lot of problems, such 

as misplacing many applications in the wrong 

category (Olabenjo, 2016; Zhu et al., 2012; Zhu 

et al., 2014), or publishing inappropriate app des-

criptions and features. Based on a case study 

made in 2017 for Game primary and secondary 

categories on Google Play, the framework for 

app categorization (FRAC+) showed 0.35% to 

1.10% game apps were detected as miscate-

gorized (Surian et al., 2017). Several prior rese-

archers believed that Game category might be 

easier for classifying by users or app developers 

than the other app categories because of its signi-

ficant enigmatic and distinctive features. Even 

some classifiers misclassified game applications 

for their secondary categorization, it may not 

necessarily mean the app was classified wrongly 

from the primary categorization perspective (Lulu 

and Kuflik, 2016; Olabenjo, 2016). Therefore, ma-

king accurate categorizing approach according 

to app functionalities will potentially receive many 

benefits for developers, app stores, and users, 

such as improving the discoverability, increa-

sing the using life of apps, improving app fea-

ture design by mutual learning, receiving long- 

term revenue, and revising categorization.

The existing categories for apps on App Stores 

are arbitrarily assigned by app developers based 

on their understanding of the functionalities of 

their apps and the category descriptions on App 

Stores. Some prior studies have tried to mining 

textual features which were extracted from app 

specifications (Gorla et al., 2014; Olabenjo, 2016). 

Generally, the specifics of a mobile application 

can be observed on App Stores, such as app 

name, subtitle, developer name, free or paid, in- 

app purchases, screenshots, app description, fea-

tures, update information, ratings and reviews, 

etc. Such specific information is the main re-

sources for researchers and users to analyze and 

understand the app’s functionality characteristics. 

However, if the app description was not com-

posed in a proper way required by App Stores, 

the analyzing process for textual features may 

have to deal with more complicated problems in 

data mining process. Some researchers have 

tried to analyze the categorization by using the 

comments or identifiers which were extracted 

from source code (McMillan et al., 2011). How-

ever, such methods are also not suitable if the 

source code cannot be matched by comments or 

identifiers.

2.2 Inter-Rater Reliability Statistics

Some prior researchers tried to use inter-rater 

reliability statistics to evaluate the classification 

methods for mobile applications. Inter-rater reli-

ability refers to the degree of agreement among 

evaluation raters. In diagnostic tests, resear-

chers hope to examine whether different diagno-

stic methods have a consistent diagnosis. For 

example, to evaluate the consistency of the test 

results of two test methods on the same sample 

or study object. At this point, the Kappa value 

can be used as an indicator of the degree of 

consistency of the evaluation judgment. Practice 

has proved that it is an indicator that describes 

consistency more ideally. Therefore, it has been 

widely used in medicine, sociology and other 

fields. Normally, the statistical measurement of 

Cohen’s kappa shows the agreement between 
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two raters who each classify N items into C 

mutually exclusive categories (Fleiss, 2003). The 

formula for Cohen Kappa is as follows :

Cohen Kappa = 

 

where   means observed agreement;   means 

chance agreement

  


   





where a, b, c, d represent the agreements bet-

ween two raters as follows :

Cohen Kappa Rater 2

Rater 1 Relevant Not Relevant

Relevant a b

Not Relevant c d

Another Kappa analysis is Fleiss’ Kappa, which 

can be applied to the analysis of multi-rater or 

multi-method evaluation. It has been widely used 

in the measurement system analysis of attribute 

data. Fleiss’ kappa shows the agreement among 

several raters. 

Fleiss’ Kappa  = 


 

where   means the mean of  , the extent to 

which raters agree for the i-th subject;   

means the degree of agreement that is attainable 

above chance;    means the degree of agree-

ment actually achieved above chance.

 



  




  




   

 
  






Cohen’s kappa with more than 0.8 values can 

be considered as almost perfect agreement bet-

ween two raters. And for Fleiss’ kappa, as same 

as Cohen’s kappa, when its value is higher than 

0.8 means almost perfect agreement among seve-

ral raters. For example, an inter-rater reliability 

with Cohen’s kappa was used to evaluate a classi-

fication method for car apps based on data mi-

ning results (Zhang et al., 2016, 2017). Moreover, 

the inter-rater reliability with Fleiss’ kappa was 

also used to evaluate a persuasive design guide-

line (Zhang et al., 2016). 

2.3 Machine Learning with Naïve Bayes Theorem 

and TF-IDF

2.3.1 Term Frequency-Inverse Document 

Frequency

One of weighting scheme in text classification 

is Term Frequency-Inverse Document Frequency 

(TF-IDF), which emphasized those represen-

tative features in a document or emphasized an 

important word in a given set of documents 

(Eck et al., 2005). “Term Frequency” (TF) shows 

the word frequency or the number of occur-

rences of a word in a specific app. It needs to 

be standardized as follows in order to facilitate 

the comparison of different categories.


∑ 



Where    means a word frequency in app  ; 

∑   means the sum of occurrences of all 

words in app . 

Another thing is about the IDF. An important 

adjustment factor is always needed to measure 

whether a word is a common word.  If a word 

is rare, but it appears a lot of times in a category, 

then it is likely to reflect the characteristics of 

this category, which is exactly what we need. 

That is, based on the frequency of words, it is 
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necessary to assign an “important weight” to 

each word. The most common words should be 

given the smallest weight, the more common 

words should be given less weight, but the less 

common words should be given greater weight. 

It is called “Inverse Document Frequency” (IDF). 


   ∈





Where |D| means the total number of apps in 

a category.

  ∈
  means the number of apps where 

the term   appears. 

To avoid division-by-zero, it is therefore 

common to adjust the denominator to  

  ∈


If the term frequency (TF) and inverse docu-

ment frequency “IDF” can be confirmed, multi-

plying these two values yields the TF-IDE value 

of a word. 

     × 

The TF-IDF method is more preferable than 

a regular frequency count of tokens (Baeza- 

Yates and Ribeiro-Neto, 1999). Generally, it is 

useful and more accurate to extract feature data. 

However, it doesn’t always show the represen-

tative features for a specific category on app 

stores. For example, some prior researchers used 

TF-IDF to extract category features on Google 

Play. Some features, such as “quickly” and “fea-

ture” for Books and Reference category, “dynamics” 

and “android” for Business category, “offline” 

for Education category, etc. were completely un-

able to reflect the characteristics of related cate-

gories (Olabenjo, 2016). Therefore, in this study, 

we tried to combine a regular frequency count 

method with TF-IDF in order to extract more 

representative stems for each category.

2.3.2 Machine Learning and Naïve Bayes 

Theorem

Recently, some researchers tried to use Ma-

chine Learning in product classification or pro-

duct promotion (Kreyenhagen et al., 2014), as 

well as the analysis of categorization on App 

Stores. Numerous prior studies also focused on 

improving categorization in health subjects and 

sentiment analysis. For example, Support Vec-

tor Machine (SVM) machine learning algorithm 

was used to classify products with fashion 

brands (Kreyenhagen et al., 2014) or classify pa-

tients with mental diseases such as schizoph-

renia (Schnack et al., 2014). Another example is 

about using Naïve Bayes algorithm to do senti-

ment analysis for polarity distribution (Nithya 

and Maheswari, 2014). Some researchers tried 

to use Multinomial Naïve Bayes Algorithm, Ber-

noulli Naïve Bayes Algorithm, and API analysis 

to analyze the categorization for Google Play 

according to some open resources (Olabenjo, 2016).

Bayes theorem describes the probability of an 

event based on the prior knowledge of condi-

tions relating to the event. Generally, this theo-

rem requires large-scale calculations in order to 

highlight a better effect. It has been widely used 

in many computer application fields, such as na-

tural language spelling, machine learning, data 

mining, recommendation systems, image recogni-

tion, game theory, etc. Bayes theorem is defined 

mathematically as follows :

  

 

where A and B are events and P(B)≠0
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∙P(A) is the prior probability of A, P(B) is the 

prior probability of B

∙P(A|B) is the probability of A occurring under 

the condition that B occurs.

∙P(B|A) is the posterior probability of B due 

to the value of A.

∙P(B|A)/P(B) refers to as standardized likeli-

hood.

The conditional probability is the probability 

of occurrence of event A under the condition that 

another event B has occurred. The joint prob-

ability represents the probability that two events 

occur together. P(A|B) is the conditional prob-

ability that A is known after B occurs, and is 

also called the posterior probability of A because 

of the value obtained from B. P(B|A) is the 

conditional probability of B after the occurrence 

of A, and it is also called the posterior probability 

of B due to the value of A. The basic method 

of Bayes theorem can be described as follows : 

based on statistical data and some features, the 

probability of each category can be calculated 

in order to realize categorization. 

If P(B) is replaced, then Bayes formula can 

be described as follows :

  ￢￢

 

where P(￢) means not A.

Actually, Bayes formula wants to describe 

how much the evidence can be trusted.

As we know, the Naïve Bayes Theorem can 

be used to deal with many problems, such as 

natural language processing (NLP), spam mail 

detection, personal email sorting, pornographic 

content detection, etc. although the assumption 

that “all features are independent of each other” 

is unlikely to be established in reality, it can 

greatly simplify calculations and have little effec-

tiveness on the accuracy of categorization re-

sults. In order to generate a classifier, we con-

sidered those functionality stems as tokens and 

classify them into a particular class. In Naïve 

Bayes algorithm, the maximum a posteriori prob-

ability (MAP) needs to be calculated because 

MAP is an estimate of an unknown quantity. It 

equals to the mode of the posterior distribution. 

It can be used to estimate the prior distribution 

which is different from maximum likelihood 

estimation (MLE). That means MAP requires 

maximum for both MLE and prior probability. 

    arg



 

   arg



 

The Naïve Bayes Theorem is widely used in 

Machine Learning field which can be used to deal 

with natural language processing (NLP), such 

as spam mail detection (Yang et al., 2006), per-

sonal email sorting, ranking (Zhang and Sheng, 

2004), text or review classification (Maalej and 

Nabil, 2015; Islam, 2014), pornographic content 

detection, etc. Naïve Bayes Theorem has a basic 

assumption, that is, the features of the data are 

conditionally independent. Based on this theorem, 

the Naïve Bayes Machine Learning Model was 

popular used for bag-of-words, Information Ex-

traction (Freitag, 2000) and Information Extrac-

tion with smoothing method (Gu and Cercone, 

2006), and for checking the Naïve Bayes algo-

rithms’ performance in classifying data (AI- 

Aidaroo et al., 2012; Qiang, 2010). Generally, 

Naïve Bayes Model can be used to solve nume-
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rous problems. For textual categorization, it is 

also called multivariate Bernoulli event model. 

The Multinomial Event Model is an improved 

Naïve Bayes Probabilistic model which is speci-

fically designed for textual classification (Qiang, 

2010). 

3. Research Approach

The purpose of this paper focused on evalua-

ting the original categorization on Apple iTunes 

Store to discover classification problems in order 

to make categorization improvement as well as 

more accurate suggestions for representative 

functionality stems of each primary category. A 

mixed methods research was conducted which 

consisted of two studies and four research stages. 

3.1 Stage-1 : Evaluation for Original Categori-

zation on Apple iTunes Store

The first research stage focused on evaluating 

the original categorization on Apple iTunes Store. 

We selected the top ten popular apps from each 

category. Total 210 apps from 21 primary cate-

gories were randomly selected except category 

Game, Magazines & Newspapers, and Stickers 

because of their secondary categories. Fleiss’ Kappa 

with five raters (m = 5) was performed for total 

210 apps (n = 210) of 21 categories marked as 

24 results (k = 24, total 24 results consist of 21 

categories, plus two primary category for Game 

and Magazine & Newspaper, and one “I don’t 

know”) to evaluate the original categorization on 

Apple iTunes Store. 

The evaluation team consisted of two experts 

on mobile application design and three MIS 

major students with at least two years experi-

ence as assistant researcher on app design or 

MIS system design. In the first round of evalua-

tion, five raters were asked to read and under-

stand the categorization descriptions on Apple’s 

developer website before they started to classify 

those selected apps. Moreover, they were asked 

to open each designated app’s website and take 

each app’s name, descriptions, and features as 

reference to classify it into which category it 

should be assigned. In the evaluation process, 

each rater’s evaluation process was performed 

separately. By comparing the evaluation results 

and the app’s original categorization, the inter- 

rater reliability for three raters with Fleiss’ kappa 

can be identified.

The programming language “Python” was used 

to deal with the evaluation process for Fleiss’ 

Kappa. Python is an interpreted high-level pro-

gramming language which has been widely used 

in machine learning or data mining process.

3.2 Stage-2 : App Data Collection and Pre-

paration for Data Mining Process

The second research stage was about app 

data collection process from Apple iTunes Store. 

The description of an app plays a very important 

role for its discoverability and categorization. 

Generally a successful app or a branded app has 

a higher profile based on its name, description, 

and the category, no matter whether it has other 

information or factors. Based on the official 

ranking list for popular apps on April and May 

2018, limited by less open sources, we manually 

collected total 5,460 app’s specifics from 21 pri-

mary categories. After screening, 4,905 apps left 

and their specifics were saved as a CSV file 

which consisted of several attributes, such as : 
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∙App Name

∙Subtitle

∙Description

∙Update information

Although some prior researchers believed that 

rating and review attributes and comments attri-

butes contained keywords information about the 

relevant app, we ignored such information which 

was not composed directly by app developers or 

App Store. Another reason is that numerous app 

remarks or comments are subjective and have 

too much irrelevant information. As we men-

tioned before, some researchers also argued about 

its accuracy used in categorization process. The 

dataset was used to build up a classifier for our 

categorization improvement process.

3.3 Stage-3 : Data Mining for Functionality 

Stems Extraction

3.3.1 Stems Extraction by Mixed Method

In term frequency examination process, there 

are several methods to calculate term frequency 

and extract stems, such as using some com-

mands in Microsoft Word or Excel, using some 

words frequency calculator programs, or using 

cloud computing. If we use those traditional 

methods, the amount of calculation is too large 

and the data extracting process are very diffi-

cult. However, traditional methods sometimes 

can be more reasonable especially for describing 

representative functionality stems for a classi-

fication. As we have mentioned before, some 

keywords for a category are totally irrelevant 

with its representative meanings, such as “dyna-

mics” and “android” for Business category, etc. 

The purpose of the extracting process was to 

find out some stems that may represent the 

features of each category. In English morphemes, 

English words can be divided into simple words 

and composite words. Composite word also in-

cludes compound words and derivative words. 

Therefore, we tried to introduce the intersection 

and union theories of Algebra of sets to extract 

the representative stems for each category as 

well as their frequencies. It can be represented 

as a very simple law as follows.

∩∈∪∈

where A and B means two sets, U means a 

universe.

We tried to develop several methods. The first 

method was a regular statistical method that we 

searched some simple words manually to locate 

all of the other composite words consisted of 

those simple words. In this word union, some 

representative stems can be observed by com-

paring their frequencies. For example, in Book 

category, all of the words that included “book” 

will be collected as a union. This “book” stem 

union may consist of many book-related com-

posite words. We analyzed and screened those 

words in order to find the stems in the form of 

simple words closest to the features of Book 

category. A reasonable and accurate result may 

become the advantage of this method, but the 

analyzing time period will be very long.

The second method was to use computer pro-

gramming. By making a Python program for 

intersection and union, it could be very easy and 

quick to locate and form the key simple words 

and those related words as a union. By using 

machine learning language, the intersection and 

union process for extracting words was called 
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Stemming and lemmatization. It belongs to natu-

ral language processing (NLP). Stemming is the 

process for reducing inflected (or sometimes de-

rived) words to their stem, base or root form 

(a written word form). Lemmatization in lingui-

stics is the process of grouping tog ether the 

different inflected forms of a word so they can 

be analyzed as a single item. Based on greedy 

strategy design, MaxMatch algorithm is often 

used to segment words in natural language pro-

cessing. However, the disadvantage existed in 

the stems extracting process. It was hard for 

computers to associate the most appropriate stems 

with the category features. Therefore, a mixed 

method combined with two methods was con-

ducted and we extracted some high-frequency 

stems except stop words by following the fre-

quency ranking list.

3.3.2 Verifying Stems Extraction Results by 

TF-IDF

Automatic Keyphrase Extraction involves many 

computer frontier fields, such as data mining, 

text processing, information retrieval, etc. As a 

very simple and classic algorithm, Term-Fre-

quency-Inverse Document Frequency (TF-IDF) 

algorithm can also give quite satisfactory results. 

Generally, if a word is important in a category, 

it should appear at least more than once by 

ignoring those “stop words” that are not helpful 

in finding results and must be filtered out, such 

as “is”, “in”, “the”, etc. 


  ×



The higher the importance of a word to a 

category is, the greater its TF-IDF value should 

be. So, the first few words should be the func-

tionality stems of this category. 

In this study, by using mixed method, the fea-

tures of each category were extracted. Based on 

TF-IDF, a data mining processing for verifying 

the representative functionality stems of each 

category was conducted. And further inter-rater 

reliability with Cohen kappa evaluation process 

was conducted to make sure those stems re-

presented the functionality descriptions of each 

category. Two app design experts were asked 

to classify those stems into different categories.

4. Data Analysis and Result

4.1 Fleiss’ Kappa for Original Categorization

In the first research stage, we performed the 

first round of inter-rater reliability with Fleiss’ 

kappa and evaluated the original categorization 

on Apple iTunes Store. Fleiss’ Kappa with five 

raters (m = 5) was performed to classify total 210 

apps (n = 210) into 24 categories. A calculating 

program on Python 2.7 with a library of NumPy 

1.11.1 was conducted for Fleiss’ kappa calculation. 

We picked up the main part of the program for 

calculating on Python and showed as follows.

Fless’ Kappa = = 


 

 



  




  




 


 

  






Results of Fleiss’ Kappa

Kappa 0.70079

S.E 0.00571

Z 122.697

P-value 0.00000

Lower 0.68960

Upper 0.71198

<Table 1> Summarized Results
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<Figure 1> Fleiss’ kappa Calculation Process on Python

The result was collated and shown in <Table 

1>. It showed that the Fleiss’ kappa value was 

0.70079. The p-value (P-value = 0.000) of z-test 

(Z-Statistics = 122.697, Standard Error = 0.00571, 

alpha = 0.05, two tails) was significant which 

represented the value of kappa as not equal to 

zero. The population kappa’s confidence interval 

was between 0.68960 (Lower) and 0.71198 (Upper). 

The interpreting Fleiss’ Kappa value was 0.71198 

which represented the strength of agreement as 

“Good” (Altman, 1991) or “Substantial agreement” 

(Landis and Koch, 1977). Social scientists com-

monly relied on data with reliabilities when α 

≥ .800, considered data with 0.800 > α ≥ 0.667 

only to draw tentative conclusions, and discarded 

data whose agreement measures α < 0.667. Based 

on the results, it was concluded that the original 

categorization on Apple iTunes Store could be 

considered as substantial reliable but not perfect.

4.2 Stems Extracting Process by Mixed Method 

and TF-IDF

At the first round, we used a frequency chec-

king software to calculate the term frequency 

for app’s attributes (such as name, subtitle, des-

cription, feature, update information) from each 

category. After screening some apps with non- 

English descriptions, the total numbers of eva-

luated apps in each category and top three fre-

quency stems in the form of simple words that 

may represent the category features were extracted.

In order to verify the accuracy of results, TF- 

IDF method was also performed. Based on TF- 

IDF formula, we developed a computer program 

under Python 2.7 environment with Scikit-Learn 

package 0.19.1 to extract stems from total 4905 

apps. Furthermore, library Count Vectorizer and 

library Tfidf Transformer were used for the cal-

culation of words segmentation weight. Those 

stems in the form of simple words should repre-

sent the main features of each category.

The advantages of the TF-IDF algorithm are 

simple and rapid, and the results are more in line 

with the actual situation. The disadvantage is 

that simply measuring the word frequency by 

word frequency is not enough. Sometimes impor-

tant words may not appear many times. That 

is, for some important words that represent the 

main features of a classification may not be ex-

tracted by TF-IDF. Moreover, this algorithm 

cannot reflect the position of the word. Therefore, 

in this study, TF-IDF was only considered as a 

test tool or test process for the mixed method. The 

results of top three stems were collated and shown 

in <Figure 2>, <Figure 3> (part one and two).
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Primary
Category

Number of 
Apps

Total
Words

Top Three Stems with Frequency and Leaf

“Stem,” (frequency) “Leaf“ or keywords example”

Books 192 54,605

“book,” (1037) “eBook,” “bookmark,” “bookshelf”

“read,” (690)  “reader,” “good reads,” “read”

“story,” (166) “storybook,” “history,” “storytelling”

Business 237 65,761

“business,” (279)  “business quality,” “business”

“job“ (226) “job,” “jobsite”

“work“ (350) “co-worker,” “workspace,” “workforce” 

Education 239 81,200

“learn,” (690) “learner,” “learning”

“kids,” (420) “kids academy,” “kids creen,” “kids cafe”

“student,” (261) “students,”

Entertainment 239 61,281

“movie,” (499) “movie,” “movie”

“TV,” (528) “MTV,” “HGTV,” “TV”

“show,” (372) “show,” “showtime”

Finance 243 71,184

“account,” (334) “accounting,” “accuont”

“money,” (503) “money,” “moneycard,” “papermoney”

“bank,” (706) “banking,” “firstbank,” “usbank”

Food & Drink 227 49,295

“food,” (327) “food”

“meal,” (218) “meals,” “mealboard,” “mealtime”

“restaurant,” (295) “restaurant”

Health & 
Fitness

237 95,401

“fitness,” (471) “fitness”

“weight,” (391) “bodyweight,” “weight-loss,” “overweight”

“health,” (770) “healthier,” “healthkit,” “healthcare”

Lifestyle 237 65,840

“appartment,” (135) “apartment”

“life,” (114) “lifestyle,” “reallife,” “lifetime”

“home,” (433) “home,” “townhome,” “homegoods”

Medical 240 76,366

“medical,” (405) “medical”

“health,” (596) “healthcare,” “healthy,” “healthier”

“drug,” (245) “drugguide,” “drugstore,” “drug”

Music 238 72,950

“mucis,” (1159) “musical,” “music,” “musician”

“song,” (630) “song,” “songbook”

“radio,” (263) “radio”

<Figure 2> Top Three Stems for Each Category _ Part 1

Results of Cohen Kappa

Kappa 0.900

S.E 0.039

N 63

P-value 0.00000

<Table 2> Summarized Results The result of Cohen kappa was shown in <Table 

2>. And further inter-rater reliability with Cohen 

kappa showed that the inter-rater reliability 

between two experts was almost perfect agree-

ment, which means those stems significantly 

represented the functionality features of relevant 

categories. 
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Primary
Category

Number of 
Apps

Total
Words

Top Three Stems with Frequency and Leaf

“Stem,” (frequency) “Leaf“ or keywords example

Navigation 228 70,700

“map,” (813) “map,” “streenmap”

GPS, (353) “GPS”

“location,” (345) “locate,” “location”

News 234 55,737

“news,” (1227) “newscasts,” “newspaper”

“live,” (324) “live,” “alive,” “deliever”

“subscription,” (316) “subscription,” “subscriber”

Photo & Video 238 74,632

“photo,” (1740) “photoshop,” “photography,” “photo”

“video,” (1013) “video”

“camera,” (316) “camera,” “camera 360”

Productivity 240 81,018

“automatic,” (193) “auto,” “automatic360

“note,” (433) “note,” “keynote,” “notebook”

“device,” (319) “device”

Reference 215 55,299

“bible,” (467) “bible,” “biblebook”

“translate,” (225) “translate,” “translation,” “translator”

“dictionary,” (120) “dictionary”

Shopping 239 56,688

“shopping,” (317) “shopping”

“product,” (236) “product”

“store,” (472) “store,” “drugstore,” “onlinestore”

Social 
Networking

233 63,287

“friend,” (442) “friend,” “friendship,” “friendly”

“message,” (294) “messenger,” “iMessage,” “InMessage”

“chat,” (402) “snapchat,” “chatting,” “chat-to-meet”

Sports 239 65,758

“sport,” (520) “sportsgame,” “foxsports,” “sportsengine”

“ball,” (445) “football,” “baseball,” “basketball”

“league,” (275) “leaguemate,” “colleague”

Travel 237 65,942

“travel,” (531) “traveler,” “traveling,”

“trip,” (326) “trip,” “tripadvisor”

“hotel,” (365) “hotel”

Utility 238 59,721

“device,” (264) “device”

“calls,” (414) “call,” “calling,” “caller”

“support,” (200) “support”

Weather 231 56,530

“weather,” (1785) “weather”

“temperature,” (212) “temperature”

“forecast,” (609) “forecast”

<Figure 3> Top Three Stems for Each Category _ Part 2

5. Discussion

5.1 Discussion for Original Categorization on 

Apple iTunes Store

Based on the result of inter-rater reliability 

with Fleiss’ kappa, the original categorization on 

Apple iTunes Store was considered as sustain-

able accepted but not perfect. By observing five 

rater’s decision-making process, several pro-

blems about original categorization on Apple 

iTunes Store were discovered.
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First, we selected top ten apps from Food & 

Drink category which should have represented 

the category features of Food and Drink. How-

ever, nine of ten apps were classified as shop-

ping category by five raters with significant 

agreement. We observed those nine apps and we 

found all of them were about food ordering, 

online payment, and delivery. Only one app was 

consistent with people’s perception of food and 

drink category in introducing related informa-

tion about foods and drinks, restaurants, cooking 

knowledge, etc. Therefore, creating a secondary 

category for food delivery apps under the pri-

mary category of Shopping or Food & Drink 

may increase their discoverability. 

Second, Medical category and Health & Fit-

ness category have a significant correlation. Es-

pecially, for word “Health” and “Medical”, it is 

hard for all of five raters to perceive difference 

when they evaluated those apps for two cate-

gories. Only those apps with significant profe-

ssional information about medical treatment, cu-

ring, and recovery treatment were clearly iden-

tified as Medical category. Therefore, merging 

the Medical category and Health & Fitness Cate-

gory into one primary category, or setting up 

the Health and the Fitness category as two 

secondary categories of the primary Medical 

category would be a better choice.

Third, category News and category News-

paper & Magazine also have a significant correla-

tion.

By observing the top ten apps, most of those 

branded television broadcasting company have 

apps from both of two categories. Therefore, our 

suggestion is to merge them into one category. 

Fourth, numerous apps related to transporta-

tion, such as flight, airline company, subway or 

subway map, train, train tickets, etc. were not 

in appropriate categories and they were not 

classified separately, especially for those car- 

related mobile apps. A prior study has classified 

those car-related mobile apps into eight diffe-

rent categories, and the classification method 

has been proved to be reliable (Zhang et al., 

2017). Establishing a new primary category for 

transportation may be urgently needed.

5.2 Discussion for Representative Functionality 

Stems

Based on the extracted results, some “stems” 

in the form of simple words or some “keywords” 

were extracted and verified. In <Table 2>, the 

frequency of each stems or keywords were also 

listed. It should be noted that the size of the 

word frequency is not an important factor, What’s 

important is the degree of closeness between the 

word frequency and the representative features 

of its category. By comparing the extracted word 

frequency list and the TF-IDF results, some 

stems in the form of simple words or some key-

words were selected as an index for categori-

zation on Apple iTunes Store. The further inter- 

rater reliability with Cohen kappa showed a signi-

ficant almost perfect agreement (Cohen kappa 

= 0.900) that identified those stems or keywords 

were strongly relevant to the category features. 

However, for category Productivity, Utility, Life-

style, and Reference, it was really hard to extract 

a stem or a word which can perfectly explain 

the category features. Actually, for the primary 

names of those four categories, raters and users 

may feel very confused about their represen-

tative features. Especially, in terms of their names, 

the meanings represented by these nouns are 
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really hard for understanding as well as measu-

ring or quantifying. Therefore, all of those four 

categories need to be improved, segmented or 

replaced in order to have understandable mea-

nings.

Furthermore, the evaluation method needs 

further verified. Recently, with the development 

of machine learning and AI technology, more 

useful programming libraries or tools were de-

veloped. Some methods or models, such as La-

tent Semantic Analysis (LSA) can also be used 

to extract the stems which are related to the 

category features. By using Python Latent Se-

mantic Indexing (LSI), representative stems or 

keywords may be extracted in a more effective 

way. By developing and using such programs 

in extracting and verifying our results, more 

accurate and useful stems may be discovered 

and identified for future categorization improve-

ment.

6. Conclusion and Future 
Research

The purpose of this paper focused on using 

inter-rater reliability with Fleiss’ kappa to eva-

luate original categorization on Apple iTunes 

Stores. Although many problems have been found 

during the evaluation process, such as app mis-

classification, no significant description or defini-

tion for some primary categories, and serious 

cross-attribution for some app’s classification, 

the agreement of five raters for classifying total 

210 apps into 24 categories still remained to be 

substantial reliable. Further stems extracting 

process showed that every three representative 

stems were chosen for total 21 categories and 

inter-rater reliability with Cohen kappa shows 

a significant reliable. In this paper, for every 

research stage, we developed at least two me-

thods to mutually verify the consistency of the 

results. In the first research stage, we used 

statistics methods to calculate the Fleiss’ kappa, 

which was also verified by a developed Python 

program from machine learning perspective. In 

the second research stage, we tried to develop 

a mixed method which combined a regular words 

extracting method and a Natural Language Pro-

cessing method by using machine learning tech-

nology to extract representative stems and key-

words for each category on Apple iTunes Store. 

In the following process, we conducted TF-IDF 

to verify our extracted results. Because we tried 

to extract some functionality key stems or key-

words that may not represent the highest term 

frequency, a further inter-rater reliability with 

Cohen kappa was conducted and performed again 

to verify the reliability of our mixed method de-

veloped in the second stage. We tried to avoid 

the disadvantages from separately using any of 

those methods in order to discover more accu-

rate and reliable results. This paper may be able 

to provide some fusion research experience and 

methodological suggestions in categorization re-

search field. Furthermore, the results of this 

study may be used to help current App Stores 

improve their categorization and help app deve-

lopers increase the discoverability of their apps 

on App Stores. In our following research, we are 

trying to develop Python programs for Multino-

mial Naïve Bayes Algorithm and Latent Se-

mantic Analysis. And we are trying to combine 

machine learning or AI technology with social 

science research methods so that we can find 

a better way to improve our research in the near 

future. 
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