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Abstract 

 
Traditional methods based active contours or region merging are powerless in processing 

images with blurring border or hair occlusion. In this paper, a structure based convolutional 

neural networks is proposed to solve segmentation of skin lesion image. The structure 
mainly consists of two networks which are segmentation net and discrimination net. The 

segmentation net is designed based U-net that used to generate the mask of lesion, while the 

discrimination net is designed with only convolutional layers that used to determine whether 
input image is from ground truth labels or generated images. Images were obtained from 

“Skin Lesion Analysis Toward Melanoma Detection” challenge which was hosted by ISBI 

2016 conference. We achieved segmentation average accuracy of 0.97, dice coefficient of 
0.94 and Jaccard index of 0.89 which outperform the other existed state-of-the-art 

segmentation networks, including winner of ISBI 2016 challenge for skin melanoma 

segmentation.  
 

Keywords: Skin lesion, image segmentation, convolutional neural networks, 

adversarial network. 
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1. Introduction 

Skin cancer is a common type of cancer in our daily lives. The skin cancer can be classified 

into melanoma and non-melanoma and melanoma is the most dangerous type of skin cancer 
[1]. Early diagnosis is particularly important since melanoma can be cured with excision if 

detected early [2]. Melanoma is enable to early detection by expert visual inspection because 

lesions occurring on the surface of the skin and commonly different from around skin color. 

Skin lesion segmentation is a crucial point in processing skin image which is used to get rid 
of irrelevant areas of clinical and dermoscopic images. Skin lesion segmentation has many 

difficulties, such as low contrast, oil marks interference, tiny area, hair occlusion. See Fig. 1. 

These difficulties could affect the accuracy of the segmentation result. For these difficulties, 
some researchers have tried to solve it [3]. Traditional methods could not achieve an ideal 

performance due to the diversity of shape, colors, size of skin lesion. With the development 

of deep learning, some architectures have shown immense potential in lesion detection tasks, 
such as U-net [4], SegNet [5]. Applying deep learning to medical image segmentation has 

become a research hotspot. 

In this paper, we design a segmentation structure based on generate and adversarial 
network and some existed skills, such as batch normalization and adding noise. A new loss 

function is developed to help skin lesion segmentation. Through a mass of experiments, we 
get a set of well-performed parameters and a better segmentation result compared with 

existed methods. 

The rest of the paper is organized as follows. Section 2 describes the related work. 
Convolutional neural network model is proposed in Section 3. Section 4 gives out the 

experiment results. The conclusion and future work are described in Section 5. 
 

  
 

Fig. 1. Examples of skin lesion images.  

From left to right: blurry border, low contrast, tiny area, hair occlusion  

2. Related work  

Nowadays, many image processing technologies have been used to assist doctor to diagnose 
lesion area. In paper [6], the fuzzy c-means (FCM) thresholding technique is used to segment 

and localize the lesion. In paper [7], a mean shift based gradient vector flow (GVF) snake 

algorithm that drives the internal and external energies towards the correct direction which 

resulted in a good segmentation. In paper [8], a fast and unsupervised approach to border 
detection in dermoscopic images of pigmented skin lesions based on the statistical region 

merging algorithm was proposed. Besides these direct processing algorithm, some 

researchers try to improve skin image quality, such as color and contrast enhancement [9]. 
These traditional methods can be categorized in three groups of thresholding, active contours, 

and region merging methods. As we mentioned in chapter introduction, to get a good result 

http://www.baidu.com/link?url=OFZ4Ak8gPi13jfxHf_DhtEkTLKpwyuItbOFKvna4Qlbn02sPZdCSOMqPwTHbZX-LQfqkubhkpieuWsRh2U5iFIOyg_d6a4EgAtWYbj_agYg8aw0LE19evMv-lWK98g-D
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is not easy for certain skin images. Traditional segmentation methods could be powerless in 

processing all kinds of lesion images. Traditional segmentation methods based image 
intensity could achieve high accuracy, but for low contrast images, it is very hard to get a 

better result. A pre-processing or post-processing is needed to correct the result. Also, for 

methods based edge and contour, a better accuracy is hard to get due to the lack of clear 

lesion borders. For region merging methods, tiny areas are difficult to get a good result. In a 
word, not a single traditional method could almost handle all kinds of skin images well. 

Deep learning brings brand new ideas in image segmentation. As we can see, 
convolutional neural network has made a great success in many fields. In image 

segmentation task, FCN [10] is an important beginning on semantic image segmentation 
using convolutional neural network. FCN changes fully connected layer to convolution layer 

and uses deconvolution to restore to the original image resolution. FCN has some 

shortcomings: its result is not fine in border due to the lack of spatial consistency. Starting 

from FCN, some architectures based fully convolutional network were proposed. Among 
them, U-net and SegNet are more popular in segmentation. U-net architecture is popular 

convolutional network for biomedical segmentation and use deconvolution to upsample, 

while SegNet uses uppooling to upsample. There are also some architectures combined with 
non-parametric method, like Matching-CNN Meets KNN[11] combining with K nearest 

neighbor method to solve human parsing task. In some segmentation network[12, 13], fusion 

operation is also a effective skill. 

Generate and adversarial network (GAN) [14] has achieved great success in image 
generation and image style transfer from its birth to the present time[15, 16]. Phillip Isola et 
al proposed a method using conditional adversarial networks to implement image to image 

operation [17]. Recently, semantic segmentation using adversarial training makes some 

progress, Pauline Luc et al used adversarial networks [18] to get a semantic segmentation 
which motivated us to make an improvement in biomedical segmentation. 

3. Skin lesion segmentation with adversarial network 

3.1 Training with adversarial network 

Actually, we can describe generate and adversarial network as a method to learn distribution 

of training data. In papers[19, 20], more details can be found about learning distribution of 

data, like zero-shot learning. Theoretically, any network that can output an image can be a 
generate network. Therefore, many segmentation networks can be described as a generator. 

Discrimination network is essentially a two-category network so the whole process is 

generation network tries to learn the distribution of training data and discrimination network 

tries to tell apart whether a mask if from ground truth labels or generated images. We detail 
segmentation network and discrimination network separately in next subsection. 

Fig. 2 shows the overall framework in incorporating adversarial process to the skin lesion 
images segmentation. The top left corner is the images and corresponding ground truth labels 

to input discrimination network. The top right corner is segmentation network which gets 

skin images of three channels input and output skin lesion masks of one channel. The lower 
right corner is discrimination network which gets ground truth labels and generated images 

by segmentation network input and output probability of ground truth label.  

In training process, the segmentation network S and discrimination network D are trained 
by back propagation from the L2 loss. First, fix S and train D for one step using gradients 
computed from the loss function. After D is trained well, fix D and active S. Then train S for 



KSII TRANSACTIONS ON INTERNET AND INFORMATION SYSTEMS VOL. 12, NO. 6, June 2018                    2829 

 

one step using gradients computed from the same loss function passed to S from D. The 

discrimination network alternate segmentation network until reach to maximum number of 
epoch. After trained done, we get a powerful segmentation network to segment skin lesion 

image and a powerful binary classification network. This training process shows min-max 

game iconically. 
   

 
 

Fig. 2. Whole framework of skin lesion segmentation. 

 

3.2 Object function 

Let S,D represent segmentation network and discrimination network, respectively. Let x 

represents image and y represents corresponding ground truth label. So we get S:{x y}, 

mapping x to y. {x,y}{0,1} represents the mapping {x,y} to {0,1} which 0 denotes image 

is from generated masks, 1 denotes image is from ground truth labels. From this mapping, 
we can also see that, we put both image and ground truth label to the discrimination network. 

Loss function of GAN is cross entropy which don’t give us a good segmentation result on 
skin lesion segmentation task. In paper [21], authors consider that using cross entropy could 

let segmentation network stop optimizing the image that discrimination network inferred as 

ground truth label, even the generated mask is not “realistic” compared with ground truth 
label. Then, L2 loss was used to be loss function which is LSGANs. Inspired by LSGANs, 

we use L2 loss as our gan loss function which is mean squared error mse. See formula (1). 

 

 
2)^__( truedpredmse 

 
(1) 

 

Where d_pre represents gan’s output and d_true represents the right classification which 

is 0 or 1, respectively.  

For discrimination network’s loss function, we still use binary cross entropy.   

So, we can get formula(2). 
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Which S(x) represents mask generated by segmentation network. The Segmentation 
network’s object is to generate masks that are indiscernible to the real data. The 

discrimination network’s object is to reduce the probability of judgment failure. That is what 

we called adversarial networks.   

Previous research has demonstrated that it is effective to combine GAN objective with a 
traditional loss, such as L2 loss [22]. The discrimination network’s task is unchanged. The 

segmentation network is not only need to fool the discrimination network, but also to be near 

corresponding ground truth label. We test L2 loss, binary cross entropy, L1 loss and found 

L2 loss and binary cross entropy get a blurring border. So, we adopt L1 loss. 
 

 )(),(* SLDSLL SSANSAN   (3)  

 

At last, we get the next objective function: 
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(4) 
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 (5)  

 

Where y_pre and y_true represent segmentation network’s output and label. Its size is 256

×256×1.   balances segmentation network and L1 loss. 

3.3 Segmentation network 

Our segmentation network is a U-net network based architecture proposed by Olaf 

Ronneberger et al. U-net essentially is a fully convolutional network (FCN) and make great 

success in segmentation of biomedical images. Given that the shape of U-net, the left part 
capture context and the right part get the precise localization. The left part was called 

contracting path and the right part was called expanding path. The contracting path follows 

the typical architecture of a convolutional network and tries to capture context to propagation. 

The important part is expanding path that is upsampling in this part. High resolution features 
from the contracting path are combined with the upsampled output so that pixels could be 

located precisely. In the upsampling part there are a large number of feature channels, which 

allow the network to propagate context information to higher resolution layers. 

One modification in our architecture is that we add batch normalization layer in the 
network. Batch normalization allows us to use much higher learning rates and be less careful 

about initialization, and in some cases eliminates the need for Dropout[23]. In training 

process, parameters have been changing and the distribution of every layer except input layer 

in the network have been changing. Update of former layer’s parameters result in the change 
of distribution of latter layer and that is called “Internal Covariate Shift”. In a word, batch 

normalization solved vanishing gradient problem and exploding gradient problem in back 

propagate phase.  

The other modification in our architecture is that we inject gauss noise in contracting path. 

About this modification, we have two considerations. First, researches [24, 25] have 
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demonstrated that appropriate noise can be useful in training. Injection of gauss noise can be 

seen as an increment of training data randomly and it is effective to overcome overfitting 
problem. Based our experiments on skin lesion segmentation tasks, gauss noise with 

std(variance)=0.2 can improve average accuracy. Accuracy with gauss noise is 1% higher 

than accuracy without noise on average. Second, original GAN is hard to train well and we 

also saw gradient problem while tested GAN experiments. The crucial reason is 
Kullback–Leibler divergence and Jensen-Shannon divergence. When the discrimination 

network is trained well enough, optimize generator network’s loss function is equivalent to 

optimize JS divergence of real data’s distribution and generated mask’s distribution. Because 
these two distributions almost have no overlap, no matter how far between two distributions, 

their JS divergence is always log2. At last, gradient of generator is 0 and vanish. About this 

problem, Jose Caballero et al proposed a scheme which is add noise to generated image and 
ground truth label to enforce them to produce overlap [23]. Although we adopt L2 loss as 

objective function, adding noise should be still effective. Experiments has proved that is 

effective. 

Fig. 3 shows the segmentation network architecture. We use less feature maps from 32 to 
512 compared with original U-net’s features from 64 to 1024 and that is why we abandon 
dropout layer. We can’t predict where the best location to add noise is and we just add noise 

in second layer. The input shape has three channels and output shape has one channel.  
 

 
 

Fig. 3. Segmentation architecture (based U-net). Gray boxes represent convolutional layer, white 

boxes represent copied feature maps, blue boxes represent batch normalization layers, orange box 

represents gauss noise layer. The arrows denote the different operations. 

3.4 Discrimination network 

The discrimination network basically is a binary classification network. Our discrimination 

network architecture is shown in Fig. 4. Although in paper [17], PatchGAN is proposed and 

get a good performance, we don’t get what we wanted in our experiments. Inspired by 
DCGAN [27], the discrimination network is designed with only convolutional layers and a 

fully connected layer. Using stride convolutions to replace max pooling layers, for this can 

allow the discrimination network to learn its own spatial downsampling. We explored the 
network with or without the max-pooling layers and found stride convolutions really do 

https://arxiv.org/find/cs/1/au:+Caballero_J/0/1/0/all/0/1
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better than the max-pooling. For discrimination network, we put image and corresponding 

ground truth label into the network, so we get four channels to input. The output is just a 
number represents the mask is from generated images or ground truth labels. Like 

segmentation network, we don’t set many feature maps due to limit of CPU memory.  
 

 
Fig. 4. Discrimination architecture. Gray boxes represent convolutional layer, blue boxes represent 

batch normalization layers. 

4. Experiments 

4.1 Dataset and processing 

We use dataset from first task of ISBI 2016 challenge “Skin Lesion Analysis Toward 

Melanoma Detection” which consists of 900 train images and corresponding ground truth 
labels [28]. Also 379 test images with ground truth labels was provided. 

Considering that size of both training images and test images various a lot and limit of 
CPU, we resize all images and corresponding ground truth labels to 256×256. This operation 

not only preserve sufficient information, but also save training time. 

Due to the high variation in image contrast or colors, we perform per image normalization. 

Given that an image x we normalize it with 
)(

*
xstd

xx
x


 , where x and )(xstd represent 

mean and variance of image x, respectively. Considering the color, shape and size of true 

lesion, we are conceived that data augmentation could not be appropriate and that is why we 

abandon data augmentation. 

4.2 Training setting  

The segmentation net encodes input images using 10 convolutional layers with 4 
max-pooling layers. Symmetrically, 4 upsample layer with 10 convolutional layers are used 

in decode phase. As for discrimination net, it only consists of 10 convolutional layers and 5 

batch normalization layers.  

We adopt Adam as optimizer and set learning rate as 0.0002, beta_1 as 0.5. We trained the 

whole network for 20 epoches. We set mini-batch as 16. About gauss noise in segmentation, 
we test a wide range and set gauss noise with std(variance)=0.2. When training involves 

discrimination network, for each mini-batch, we train 4 steps on segmentation network for 

each step on discrimination network. We train the whole network with 8G memory and CPU. 
For each epoch, it cost approximately 80 minutes. Total number of parameters is 1257k. The 

summary is as follows in Table 1. 
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 Table 1. Summary of parameters settings 

lr 2e-4 mini-batch 16 

beta_1 0.5 std 0.2 

epoch 20   0.125 

 

4.3 Evaluation metric 

For quantitative evaluation of our method, three commonly used metrics for classification 
problems are used. These metrics are sensitivity, specificity and accuracy. The segmentation 

problem can be stated as a classification problem, where each pixel is classified into one of 

the two classes of lesion (positive) and normal skin (negative). As a result, by comparing the 

output mask with the ground-truth, the classification metrics can be calculated as: 
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Where TP, TN, FP and FN denote the number of true positive, true negative, false positive 

and false negative classified pixels respectively. 

For segmentation task, we also use two common metrics to evaluate the methods. These 
metrics are Jaccard index and dice coefficient. These metrics can be calculated as: 
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Where and denote the number of x image pixels, y image pixels and intersecting pixels 

within yx, . 

In summary, the performance of the proposed method is compared to other methods using 

same metrics on the pixel-level, as defined in the challenge: Jaccard index, accuracy, 
sensitivity, specificity and dice coefficient. 

4.4 Results and comparison 

All comparisons are performed on 379 images and corresponding ground truth labels. We 

show the respective contribution of gauss noise and adversarial net in Fig. 5 where AC, DI, 

JA, SE, SP represent accuracy, dice coefficient, Jaccard index, sensitivity and specificity. 
From this chart, it is clear that adversarial net make more contribution to segmentation result 

and the final result is not just a linear combination of modifications. 
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Batch normalization’s contribution is not easy to show from chart, but we actually feel its 

power in experiments. Without batch normalization, it is more prone to be unstable while 
training, especially choosing of parameters.   

 

 
Fig. 5. Comparison metrics of modifications 

 

We compared proposed method with U-net, SegNet and ExB which is the winner of the 
challenge. Comparison result are shown in Table 2. From Table 2, we can see clearly our 

method outperform the other methods in a mass except sensitivity.  

 
Table 2. Comparison of metrics 

 

 AC DI JA SE SP 

SegNet 0.90 0.84 0.73 0.86 0.92 

U-net 0.93 0.88 0.78 0.85 0.96 

ExB 0.95 0.91 0.84 0.91 0.97 

Proposed 0.97 0.94 0.88 0.90 0.99 
 

Box plot can show the distribution of data, so we use box plot to curve the distribution of 

five metrics. On each metric, our method has highest median and mean value while 

maintaining the lowest variance. From Fig. 6, we can see that our method has a highest value 

with robust performance. 
 

 
       (a) Box plot of accuracy            (b) Box plot of dice coefficient 
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(c) Box plot of Jaccard index             (d) Box plot of sensitivity 

 

 

 

 

 

 
 

 

(e) Box plot of specificity 

Fig. 6. Box plot of each metric 
 

An image segmentation is also a classification task, for us segmentation network is a 
binary classifier which classify pixels into foreground and background. Usually, 

ROC(receiver operating characteristic)curve, PR(precision recall)curve and AUC(Area 

Under Curve) are used to estimate a classifier. We also use these curves to estimate our 
method and compared with other method. The result are as follows. 

 

Table 3. AUC value of methods 
 

 Proposed method U-net SegNet 

AUC 0.968 0.978 0.960 

 

 

 

 

 

 

 

 
 

 

(a) ROC curve                              (b) PR curve 

Fig. 7. Receiver Operating Characteristic (ROC) curve and Precision and Recall (PR) curve for 

various methods. 
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So, we have three metrics to analysis which are AUC, ROC curve, PR curve. AUC used to 

estimate a classifier. From Table 1 we can see that our method outperforms the other 
methods but it is unexpected that our method is not the highest AUC value as shown in Fig. 

7. Also, in ROC curve, it is hard to say that our method is the best. We consult some research 

and find an explanation about why this happens. ROC curve is used to characterize the 

relationship between TPR and FPR. PR curve is used to characterize the relationship 
between precision and recall. Particularly, if true negative is not much valuable to the 

problem, or negative examples are abundant. Then, PR curve is typically more appropriate 

[29]. In a word, number of positive samples is far less than number of negative samples. For 
more evidence in detail,we can see that from dataset of ISBI 2016 challenge. 

Fig. 8 shows segmentation results of different methods. We choose some representative 
images which means it is hard to get a better segmentation results. We can see that our 

method gets a better segmentation results on these representative images from Fig. 8, 

particularly on images 8-c, 8-d, 8-f which U-net and SegNet are a mass while our methods 
still get a stable output.  

 

 
(a) Segmentation result of a blurred edges 

 

 
 (b) Segmentation result of a low contrast lesion 

  

 
(c)Segmentation result of a hair-occluded lesion 

 

 
(d)Segmentation result of a very low contrast and hair-occluded lesion 
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(e) Segmentation result of a small lesion 

 

(f) Segmentation result of a hair-occluded and small lesion 

 
Fig. 8. Examples of lesions segmentation, from left to right: image, ground truth label, proposed, 

U-net, SegNet 

5 Conclusion and Future Work 

In this paper, we have presented a new method to segmentation of skin lesion, which adopts 

adversarial network to assist segmentation to train. It helps to improve average accuracy of 

segmentation result compared with the best result to the best of our knowledge. Even for 

some tough images, we still can get stable output and that shows our method has a good 
robustness. Also through the experiments we find a troublesome problem which is there are 

more than one suspicious lesion spots in image. The problem is not all these lesions are 

needed to process which means some lesion is not a melanoma. For these images, our 
method is also powerless. In paper[30], an architecture with two discrimination networks 

gives us a inspiration. So, in the future work, we try to solve this kind of problem and 

optimize the whole network to run faster and more stable. 
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