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Abstract 
 

Minimizing power consumption in bandwidth limited optical traffic grooming networks is 

presented as a two-objective optimization problem. Since the main objective is to route a 
connection, the network throughput is maximized first, and then the minimum power 

consumption solution is found for this maximized throughput. Both transparent IP over WDM 

(Tp-IPoWDM) and translucent IP over WDM (Tl-IPoWDM) network may be applied to 

examine such bi-objective algorithms. Simulations show that the bi-objective algorithms are 
more energy-efficient than the single objective algorithms where only the throughput is 

optimized. For a Tp-IPoWDM network, both link based ILP (LB-ILP) and path based ILP 

(PB-ILP) methods are formulated and solved. Simulation results show that PB-ILP can save 
more power than LB-ILP because PB-ILP has more path selections when lightpath lengths are 

limited. For a Tl-IPoWDM network, only PB-ILP is formulated and we show that the 

Tl-IPoWDM network consumes less energy than the Tp-IPoWDM network, especially under 

a sparse network topology. For both kinds of networks, it is shown that network energy 
efficiency can be improved by over-provisioning wavelengths, which gives the network more 

path choices. 
 

 

Keywords: IP over WDM network, Traffic grooming, Bi-objective, Power consumption 
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1. Introduction 

Optical Cross-Connect (OXC) tends to be the most energy-efficient equipment in IP over 

WDM networks. A Micro-Electro-Mechanical System (MEMS) based OXC consumes just 10 

pJ or less for switching one bit, whereas a typical high-end core router would consume around 
20 nJ [1]. As the transmission speed of a wavelength channel increases, the relative energy 

efficiency of an OXC will be even more significant. Switching traffic by OXCs rather than by 

routers would therefore be the key to improve the energy efficiency for an IP over 

Wavelength-Division Multiplexing (WDM) network [2]. Note that increasing the energy 
efficiency of the network will be important for “Green” traffic grooming [1]. 

If we are to switch traffic using OXCs rather than routers in IP over WDM networks, then 
the small granularity traffic of the IP layer needs to be groomed into large volume traffic for 

efficient and practical optical switching. For an IP over WDM network, traffic grooming has 
been proposed earlier for network cost saving [3-4], which would then effectively maximize 

the network throughput or minimize the network blocking ratio in a given IP over WDM 

network. With the current growth in the volume of Internet traffic, reducing the power 

consumption for this is expected to become important for planning and deployment of IP over 
WDM networks [5]. In [6], the authors have shown that merely minimizing the number of 

lightpaths used or the amount of traffic switched is not efficient in terms of overall power 

consumption. A power aware grooming strategy is necessary for optimizing the network’s 
overall power consumption. In [2], efficient approaches such as one using mixed integer linear 

programming (MILP) models and heuristics are developed based on a lightpath bypass 

concept. In [7], the authors studied the network energy savings if some customers switch to 

energy saving services. In [8], four optical core network architectures were compared by 
giving their respective integer linear programming (ILP) formulations. In [9], the energy costs 

of IP over mixed-line-rate (MLR) WDM networks were investigated. Green traffic grooming 

is also studied in [10] for elastic optical network with both an ILP-based problem formulation 
and various heuristic grooming policies. Since the real traffic load fluctuates periodically, 

another way to save energy is to put idle equipment into a sleep mode of operation [11-13]. In 

this situation, traffic grooming would still be important for improving the optical channel 
utilization. 

It may be noted that, especially in the static provisioning scenario, most of the earlier 
studies on energy-efficient traffic grooming either do not consider the blocking situation, or 

assume that all connection requests can be admitted [2][6-11]. In the dynamic provisioning 

scenario, the authors try to study the trade-off between energy saving and network blocking 
performance [14] in transparent WDM networks. Simulation results show that saving energy 

actually increases network blocking. This side effect has also been shown in [15-18] for IP 

over WDM networks. It may be noted that from the point of view of network management and 
operation, blocking a connection request may not be acceptable if the corresponding network 

bandwidth is still available. 

In this work, we use an ILP based approach to study energy-efficient static traffic 
grooming in a bandwidth limited IP over WDM network, so that the network’s power 

consumption is minimized without sacrificing its throughput. Based on the lexicographic 
approach [19-20], a two-phase ILP method is adopted for minimizing power consumption in a 

bandwidth limited IP over WDM network. As the throughput objective has higher priority 

than the power consumption objective, the network throughput is maximized first. 
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Subsequently, the network’s power consumption is minimized, but only to the extent that the 

maximum value of the network throughput is remained.  

Under the transparent IP over WDM (Tp-IPoWDM) network, we tried two kinds of ILP 

formulations, i.e. the PB-ILP (path based ILP) formulation and the LB-ILP (link based ILP) 
formulation. Although it is well known that PB-ILP may only provide a sub-optimal solution 

when only a limited number of paths are considered [21], we were surprised to find that the 

PB-ILP has better performance in dense networks. (The justification for this is given later in 
the paper.) For translucent IP over WDM (Tl-IPoWDM) networks, it is shown that the 

network can manipulate 3R (re-timing, re-amplification and re-shaping) regenerators to 

improve its energy efficiency. 

This paper is an extension of our previous work [20], in which we had for the first time, 

introduced the lexicographic multi-objective ILP for solving the power consumption 
minimization problem in bandwidth limited IP over WDM networks. In the present paper, a 

comparison between LB-ILP and PB-ILP in Tp-IPoWDM networks is included and the 

formulation is extended to consider four layer Tl-IPoWDM network. Our contributions in this 
paper can be summarized as follows: 

1) To the best of our knowledge, this is the first bi-objective algorithm to further decrease 

the power consumption of the IP over WDM network after its throughput is maximized. 

2) We are the first to show that the Tp-IPoWDM network under PB-ILP can consume less 
energy than that under LB-ILP when the length  of a transparent lightpath is limited. This 

is because PB-ILP has more path choices than LB-ILP under the transparent lightpath 

length limit in WDM networks.  
3) According to all the simulation results, we found that increasing  path selection is 

important for saving energy in IP over WDM networks. In the dense network topology, 

the Tl-IPoWDM network can save a significant amount of power than the Tp-IPoWDM 
network when the traffic load is close to the network capacity. However, if the network 

capacity or the number of wavelengths per fiber continues to increase further, the saving 

energy effect declines. In the sparse network topology, the power consumption of the 

Tl-IPoWDM network is lower than that of the Tp-IPoWDM network, even when there is 
more than enough network capacity. That is because to increase link capacity or the 

number of wavelengths can not increase transparent lightpath choices under the sparse 

network topology. The 3R regenerators are important for saving energy in sparse 
Tl-IPoWDM networks. 

This paper is organized as follows. The network power consumption model used in this 
work is described in Section II. In Sec. III, the PB-ILP formulations and LB-ILP formulations 

are introduced for the Tp-IPoWDM network. In Sec. IV, simulation results of the proposed 

methods are discussed.  In Sec. V, the PB-ILP formulations under the Tl-IPoWDM network 
are introduced. In Sec. VI, the network performances are compared between Tl-IPoWDM and 

Tp-IPoWDM networks. Sec. VII concludes the paper. 
 

2. The Power Consumption Models of IP over WDM Networks 

This work studies Tp-IPoWDM and Tl-IPoWDM networks [8] as shown in Fig. 1 (a) and 

Fig. 2(a). In each node, an OXC is connected to an IP core router via transponders which 

perform optical-electrical-optical conversion. 
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In the Tp-IPoWDM network as shown in Fig. 1(b), 3 layers are considered, i.e. the fiber 
layer, the transparent lightpath (TPL) layer and the IP layer. In the fiber layer, OXC nodes are 
connected by fibers for constructing the network’s physical topology. In the TPL layer, a 

virtual link is composed of a transparent lightpath, which may be switched from incoming 

fibers to outgoing fibers (as long as the wavelength continuity constraint is satisfied), or may 

be terminated in the connected routers. The end nodes of a virtual link in the TPL layer are the 
transponders. The transmission length of the virtual link is limited by the signal impairments 

of the optical transmission system. A transparent lightpath must be terminated by a 

transponder before its signal quality falls below the acceptable level [22]. In the IP layer, an IP 
connection is established between IP nodes (core routers) based on the virtual topology 

provided by the TPL layer. Core routers switch an IP connection between transparent 

lightpaths until it reaches the destination. 
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Fig. 1. The layers of (a) the Tp-IPoWDM network (b) layers in the Tp-IPoWDM network 
 

In the Tl-IPoWDM network as shown in Fig. 2(b), four layers are considered, i.e. the fiber 

layer, the TPL layer, the translucent lightpath (TLL) layer and the IP layer. The definition of 
the fiber layer is the same as that in the Tp-IPoWDM network. In the TPL layer, a virtual link 

still corresponds to a transparent lightpath but the end nodes of transparent lightpaths cannot 

only be the transponders but also the 3R regenerators. For example, the end nodes of virtual 
link (AB) in the TPL layer are a transponder and a 3R regenerator. In the TLL layer, a virtual 

link can be a translucent lightpath or a transparent lightpath.  A translucent lightpath can be 

defined as a sequence of two or more transparent lightpaths that undergo 3R regeneration. 
Ends of a virtual link in the TLL layer are only transponders. In the IP layer, IP connection is 

established between IP nodes (core routers) based on the topology given by the TLL layer.   

In the Tp-IPoWDM network, we only consider the energy consumed in the intermediate 
nodes. This consists of the power consumption of IP routers (for routing, grooming or signal 

regeneration), the transponders (for OEO signal conversion and signal transmission or 
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reception) and the optical switches, denoted by PI, PT and PO respectively. In the Tl-IPoWDM 

network, the power consumptions of the 3R regenerators also need to be additionally 
considered (apart from the three parameters mentioned for the Tp-IPoWDM network). This is 

denoted by PR. 

The assumptions of power consumption with constant values are made in the following. 
As the EDFAs are already deployed in the network, their power consumption is constant. It is 

noted that we only consider two fibers in each link in our study. Each fiber transmits in a 
different direction. Therefore, switching off EDFAs is not considered in cases when fibers 

become idle. Under any traffic grooming methods, the power consumption for the traffic 

processing at end nodes is constant. Therefore, we do not consider the power consumption of 
the EDFAs and traffic processing at end nodes. 
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Fig. 2. The models of (a) the Tl-IPoWDM network (b) layers in the Tl-IPoWDM network 

 

In Fig. 1(a), there are two IP connection requests. IP connection request 1 is from A to C 
with bandwidth requirement r1; IP connection request 2 is from A to D with bandwidth 

requirement r2. The total bandwidth of connection request 1 and 2 is smaller than that of a 
wavelength channel. It is assumed that the transparent lightpath length restriction is 2000km in 

the TPL layer [22]. In the Tp-IPoWDM network, three lightpaths are established to provide 

bandwidth for the IP layer - one from A to B, one from B to C and one from C to D, where two 
transponders and two optical switches are required for each transparent lightpath. IP 

connection request 1 travels through two transparent lightpaths, and is electronically switched 

at node B. IP connection request 2 travels through three transparent lightpaths, and is 
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electronically switched at node B and C. Therefore, the total power consumption is 

1 26 6 2T O I IP P r P r P      . 

 

In Fig.2 (a), the Tl-IPoWDM network has the same connection requests as the network in 
Fig. 1(a). In Fig. 2(a), the TLL layer can use 3R regenerator to extend the reach of the virtual 

link. There are two virtual links in the TLL layer. Virtual link AC consists of translucent 
lightpath AC which is composed of transparent lightpath AB and BC. Virtual link CD consists 

of transparent lightpath CD. The network requires 4 transponders, 6 optical switches and one 

3R regenerator. Both connection requests do not need to be electronically switched at node B. 

The total power consumption is 
24 6T O I RP rP P P     . 

3. Mathematical ILP Formulation for the Tp-IPoWDM Network 

Minimizing power consumption in a bandwidth limited IP over WDM network is a 
bi-objective optimization problem, where the two objectives, maximizing the throughput and 

minimizing the power consumption, are conflicting in nature. In a transmission network, 

maximizing the throughput would be typically the main objective. Therefore, we use the 

lexicographic approach [19] in ILP. The network throughput is first optimized where the 
maximum throughput obtained is denoted by T. The power consumption of the network is 

optimized under the constraint of Equation (1),  

 
Subject to: 

 
1f T   (1) 

 

where f1 denotes the sum of the bandwidth of all accepted IP connection requests.  

In our study, two different ILP formulations are compared to optimize a Tp-IPoWDM 
network. If the paths have been calculated in advance, it can be denoted by a variable. This is 

named as the path based ILP (PB-ILP) method. If the paths are not given in advance, ILP 
needs to calculate paths for a given graph in the optimization process. This is named as the link 

based ILP (LB-ILP) method.  

Since the paths have been calculated in advance, the complexity of PB-ILP is lower than 
that of LB-ILP. However, PB-ILP may only provide a sub-optimal solution if a limited 
number of paths is considered [21]. In the real IP over WDM network, the transparent 

lightpath length is constrained by the physical impairment. In this work, we will compare 

PB-ILP and LB-ILP in the green Tp-IPoWDM network.  

In the following, LB-ILP and PB-ILP formulations for the Tp-IPoWDM network are given. 
We use the following indices. 
m and n  represent the ends of a fiber link;  

p and q  represent the ends of a virtual link in the TLL layer;  

i  and j  represent the ends of a virtual link in the TPL layer;  

s and d  represent the ends of an IP connection request.  
For the PB-ILP method, a set of K shortest paths [23] are generated in advance for each node 

pair in a given physical topology. All transparent lightpaths are constrained to follow one of 

these paths. 
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Given Parameters: 

( , )G V E  physical topology, where V  is the set of network nodes and E is the set of directed 

physical links connecting the nodes. 

N      the number of wavelengths per fiber. 

B      capacity of each wavelength channel. 

       the maximum transparent reach in the optical network. 

x       the basic bandwidth granularity of an IP connection. 

       traffic demand matrix. 
sd  is the number of x  Gbps connection requests from node s   

to d  . In this work, x  is set as 2. 
t

sdr     
tht  [1, ]( )sdt   IP connection request from node s to d. 

mnF    if there is a fiber from node m to n, 1mnF   ; otherwise, 0mnF  . 

w

mnF    if there is wavelength w on fiber (m, n), 1w

mnF   ; otherwise, 0w

mnF  . 

mnD   the length of the fiber between node m and n. 

,ij kP   the ( 1,..., )th kk K  shortest path in the fiber layer from node i to j 

,ij kD  the length of ,ij kP . 

,

l

ij kX  if the 
thk  path from node i to j uses link l in the fiber layer, , 1l

ij kX  ; otherwise, 

, 0l

ij kX  .  

T      network throughput. 
 

Decision variables: 
t

sd   if the [1,( ])th

sdt t   IP connection request from node s to d is accepted, 1t

sd  ;  

otherwise, 0t

sd  . 

,sd t

ijU  if 
t

sdr  traverses through a lightpath from node i to j,
, 1sd t

ijU  ; otherwise,
, 0sd t

ijU  . 

w

ijL      the number of lightpaths from node i to j using wavelength w ( {0,1}w

ijL   for LB-ILP). 

,ij w

mnF  if a lightpath from node i to j traverses fiber link (m,n) using wavelength w,
, 1ij w

mnF  ;  

otherwise,
, 0ij w

mnF  . 

,

w

ij kO   if a lightpath uses wavelength w and follows path , ,, 1w

ij k ij kP O  ; otherwise, , 0w

ij kO  . 

1f      the sum of bandwidth of all accepted IP connection requests. 

2f     the network power consumption of the Tp-IPoWDM network calculated by the LB-ILP. 

3f     the network power consumption of the Tp-IPoWDM network calculated by the PB-ILP. 

4f     the network power consumption of the Tl-IPoWDM network calculated by the PB-ILP. 

 

The lexicographic approach 

There are two objectives in energy-efficient traffic grooming in bandwidth constraint IP 
over WDM networks. One is to maximize the network throughput, which is presented in (2);  
 



2718                                         Bin Chen et al.: Energy-Efficient Traffic Grooming in Bandwidth Constrained IP over WDM Networks 

maximize: 

 1

, ,

t

sd

t s d

xf    (2) 

 

The other is to minimize the network power consumption. In this work, we adopt the 

method in [8] to calculate the power consumption of the Tp-IPoWDM network. For the 
LB-ILP, it is presented in (3).  

 

minimize: 

 

,

, ,

2

, , , , ,

2 w w ij w sd t

T ij O ij mn I ij

i j iw m n s d t i jj w

P L P L F xP U Tf
  

      
   

     (3) 

In Equation (3), the first term is the total power consumption of transponders in the network; 
the second one is the power consumption of optical switches; the third one evaluates the power 

consumption of electronically switched traffic (EST) in the intermediate nodes. 

For PB-ILP, the Tp-IPoWDM network power consumption is presented in (4). 

 
minimize: 

  

 ,

3 , , ,

, , , , ,

2 1w w l sd t

T ij k O ij k ij k I ij

i j w k i j k w s d t il j

O P O X P xP U Tf
  

       
   

       (4) 

 

    In Equation (4), the network power consumption is composed of three parts. The first term 

is the power consumption of transponders; the second term is the power consumption of 
optical switches; the third term is the power consumption of electronically switched traffic 

(EST) in the intermediate nodes.  

Under the constraint of Eq. (1), the lower bound of the network power consumption can be 
optimized using Eq. (3) and Eq. (4) under LB-ILP and PB-ILP respectively. The resulting 

lower bound of the network power consumption with the maximum throughput is denoted by 
Φ watts.  

If the network capacity is enough, Equation (1) will force all the connection demands to be 
accepted. The lexicographic approach will be equivalent to the single objective optimization 

method in which the network energy is minimized with the Constraint Function (5) [2] [8]. 
 

Subject to: 

 1 , ,t

sd t s d    (5) 

 

LB-ILP formulations for the Tp-IPoWDM network 

 

Constraints： 

-- Routing transparent lightpaths in the fiber layer 
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 , ,

: :

, , :

0

w

ij

ij w ij w w

mn nm ij

n V m n n V m n

L m i

F F L m j i j w i j

otherwise
   

 


     



    (6) 

 

 
,

:

, , :ij w w

mn mn

i V j V i j

F F m n w m n
  

      (7) 

 

 ,

:

, , :ij w

mn mn

m V n V m n

F D i j w i j
  

       (8) 

Constraint (6) ensures the flow conservation in the TPL layer. The wavelength conflict 

constraint is given in Equation (7). In Constraint (8), the maximum length of a transparent 

lightpath is  . 
 

                       

Lightpath A

4

3 2

1
Lightpath B

900km

900km

5
0
0
k
m

5
0
0

k
m

 
 

Fig. 3. Description of number restriction of transparent lightpaths in LB-ILP method 

 

It is noted that the value of    
  must be 1 or 0 in Eq. (6) for LB-ILP. For example, a 

four-node WDM network with four fiber links is shown in Fig. 3. Two lightpaths, e.g. 

transparent lightpath A and transparent lightpath B, can be set up from node 1 to 3. Both 
transparent lightpaths can use wavelength w without violating the wavelength conflict 

constraint. For i = 1, j = 3, and w = 1, ,

:

2800
m n

ij w

mn mn

V V m n

F D km
  

   . If 2000km  , 

Equation (8) is not satisfied. Under this constraint, both transparent lightpaths will not be set 
up. However, both transparent lightpaths have the equal length of 1400km. The length 

restriction is satisfied. To avoid all transparent lightpaths being blocked from node 1 to 3, the 

value of    
  must be 0 or 1. Therefore, with the same wavelength, only one lightpath can be set 

up for connecting two nodes. Otherwise, the length restriction of Equation (8) forces some 

node pairs to stay unconnected even if all transparent lightpath lengths satisfy the length 

restriction. This will affect the path selectivity in the fiber layer. 
-- Routing IP connection requests in the TPL layer 

 

, ,

: :

, : [1, ]

0

t

sd

sd t sd t t

ij ji sd sd

j V i j j V i j

i s

U U i d s d s d t

otherwise




   

 


        



   

 (9) 
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,

,

,sd t w

ij ij

t s d w

x U L B i j             (10) 

Constraint (9) is responsible for routing small granularity IP connection requests in the TPL 

layer. Constraint (10) ensures that the accepted traffic cannot exceed the overall capacity of 
the established transparent lightpaths. 

 

 

PB-ILP formulations for the Tp-IPoWDM network 

Constraints： 

-- Routing transparent lightpaths in the fiber layer 

 

 , , 1 ,w l

ij k ij k

ij k

O X l w     (11) 

 

 

 , , , , , w

ij k ij kD i k jO w     (12) 

 

 
,

w w

ij ij k

k

L O   (13) 

 

Constraint (11) gives the wavelength conflict constraint. Constraint (12) restricts the length of 

a transparent lightpath. Equation (13) describes the relationship between 
w

ijL  and
,

w

ij k

k

O  . 

Compared with LB-ILP, the value of 
w

ijL  can be greater than 1 in PB-ILP. 

-- Routing IP connection requests in the TPL layer 

We use Constraint (9) and (10) in the LB-ILP formulation. 

 

4. Numerical Results for the Tp-IPoWDM Network 
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(a) COST239                                                    (b)11-node random network 

 

Fig. 4. The topology of two networks (km) 
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To solve the ILP problems above, the commercial ILP solver, “CPLEX”, is used on a 
computer equipped with two Xeon CPUs and 48GB RAM. In this work, we report on the 

results obtained using two network topologies, (i) the 11-node COST239 network of Fig. 4(a) 

with 26 links with average nodal degree of 4.73 and (ii) the 11-node random network of Fig. 

4(b) with 17 links with average nodal degree of 3.09. The length of each link has been shown 

in the respective figures. It is assumed that every link has one fiber in each direction and each 

fiber has N wavelengths. The bandwidth of each wavelength channel is 10 Gbps. For every 

node pair, 10 shortest paths are calculated in advance [23]. The reach of the optical signal is 
assumed to be limited to 2000 km [22]. The power consumption value of IP routers is assumed 

to be 14.5W per Gbps. Each WDM transponder is 34.5W, and each optical switch is 1.5W per 

wavelength [8]. 
In Table 1, the traffic demand matrix (as in [24]) for the COST239 network topology is 

given. Here, only one bandwidth granularity of 2Gbit/s is considered in the IP core network. If 

a higher speed IP connection is required, it can be configured as a combination of multiple IP 

connections with the basic bandwidth granularity of 2 Gbps. The total amount of traffic is 
2000Gbps. For the random network of Fig. 4(b), we use a randomly generated traffic demand 

matrix as shown in Table 2. The total amount of traffic is 600Gbps. 

 

Table 1. Traffic Matrix for COST239 (granularity of 2 Gbps) 

Node 1 2 3 4 5 6 7 8 9 10 11 

1 0 1 1 3 1 1 1 35 1 1 1 

2 1 0 5 14 40 1 1 10 3 2 3 

3 1 5 0 16 24 1 1 5 3 1 2 

4 3 14 16 0 6 2 2 21 81 9 9 

5 1 40 24 6 0 1 11 6 11 1 2 

6 1 1 1 2 1 0 1 1 1 1 1 

7 1 1 1 2 11 1 0 1 1 1 1 

8 35 10 5 21 6 1 1 0 6 2 5 

9 1 3 3 81 11 1 1 6 0 51 6 

10 1 2 1 9 1 1 1 2 51 0 81 

11 1 3 2 9 2 1 1 5 6 81 0 

 

Table 2. Traffic Matrix for 11 node random network (granularity of 2 Gbps) 

Node 1 2 3 4 5 6 7 8 9 10 11 

1 0 5 6 1 3 2 1 9 3 4 5 

2 3 0 2 1 4 5 1 2 2 3 3 

3 2 2 0 4 1 5 2 1 3 4 5 

4 1 0 1 0 2 2 5 3 5 5 2 

5 1 0 6 2 0 3 2 4 1 6 2 

6 1 3 1 2 3 0 3 6 4 1 5 

7 4 3 5 2 3 1 0 3 3 3 3 

8 2 2 0 0 1 3 4 0 4 3 2 

9 5 1 3 3 4 6 0 3 0 1 5 

10 3 3 2 2 3 4 2 1 2 0 4 

11 2 1 1 2 3 1 2 0 2 2 0 
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Fig. 5. Network throughput vs. number of wavelengths per fiber 

 

Based on the parameter choices given above, we first optimize the network throughput for 

the two networks. The results obtained are shown in Fig. 5, indicating that though the 
(maximum) network throughput increases with the increasing number of wavelengths per 

fiber, there is a trend towards saturation. For example, the COST239 network can sustain a 

maximum throughput of about 2000 Gbps as long as there are N ≥ 9 wavelengths per fiber. 

Similarly, the 11-node random network can accommodate all traffic load as long as there are 
N≥10 wavelengths per fiber. 

Subject to the calculated throughput value, the lower bounds on the network power 
consumption are then calculated. The network power consumption calculated under the 

lexicographic approach is denoted by Eb. For comparison, Es is used to denote the power 

consumption value of the network in which only the throughput is optimized. The values of 
Es/Eb under different ILP methods for two networks are plotted in Fig. 6(a) and Fig. 6(b). 

When N = 1 in Fig. 6(a), the values of Es/Eb under two ILP methods are greater than 1.05. For 

other N values, the values of Es/Eb are significantly more than 1 under both ILP methods in 
both figures. We can conclude that there are multiple path combinations satisfying the 

maximizing network throughput objective. With the lexicographic approach, the network can 

select the combination with the minimum power consumption. As Es is calculated based on a 
randomly selected result out of the multiple combinations which maximize the throughput, we 

do not discuss the trends of simulation results further. 
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It would also be interesting to compare the performance of LB-ILP and PB-ILP for energy 

minimization in bandwidth constrained IP over WDM networks. This has been done in Fig. 

7(a) and Fig. 7(b) which compare the network power consumption Eb for both network 

topologies. In both networks, performance trends are similar for both ILPs. In the same 

network, Eb under both ILP methods starts with the same value when N = 1 and increases as N 
increases. The values of Eb reach their maximum when the network capacity is just enough for 

the traffic load (for the COST239 network, N = 9; for the random network, N = 10). Fig. 7(a) 

shows the LB-ILP method always consumes more energy than the PB-ILP method in the 
COST239 network. When N = 9, the Eb value difference is the highest. As the value of N 

continues increasing, values of Eb under both methods start to decrease and ultimately reach 

the saturation values. When N = 16, the power consumption value under the PB-ILP method is 

still significantly less than that under the LB-ILP method.  However, for the random network 
in Fig. 7(b), the performance improvement is marginal for PB-ILP over LB-ILP. 

 

 

                           (a) COST239 network                                       (b) Random network 

 

Fig. 7. Network power consumption vs. number of wavelengths 

As power consumption values of transponders and routers are several times greater than 
those of optical switches in network energy calculating Equation (3) and (4), we plot the 

number of transparent light paths vs. number of wavelengths per fiber in Fig. 8 and the 

average number of electrical hops (ANEH) vs. number of wavelengths per fiber in Fig. 9 for 
further studying the reason of variation in the network power consumption values in Fig. 7. In 

Fig. 9, The ANEH is denoted by H in (15).  
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, , ,

/sd t

ij

s d t i j

H x U T    (14) 

This reflects the level of multi-electrical-hop routing utilized in the IP layer. 

In the Tp-IPoWDM network, a transparent lightpath uses two transponders. The proportion 
between numbers of lightpaths under two ILP methods will result in the same proportion 
between transponder power consumptions. Fig. 8(a) and Fig. 8(b) have the similar trends as 

Fig. 7(a) and Fig. 7(b) respectively. The only difference is that the performance difference 

between two methods in Fig. 8(a) is not as large as that in Fig. 7(a) when N = 9. There may be 
other reasons for the large power consumption difference between two ILP methods. 
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(a) COST239 network                                         (b) Random network 

  

Fig. 8. The number of transparent lightpaths vs. number of wavelengths 

 

 

(a) COST239 network                                              (b) Random network 

 

Fig. 9. The average number of electrical hops vs. number of wavelengths 

 

In Fig. 9(a), for the COST239 network, both methods have the same biggest value of ANEH 
when N =1.  The reason is that the network has only one wavelength on each fiber and tends to 

set up one hop lightpaths for maximizing the network throughput. Most of the traffic can only 

be switched by routers if these are required to travel two or more fiber links. As the number of 

wavelengths increases, more multi-hop lightpaths can be set up without sacrificing the 
network throughput; the value of ANEH then starts to decrease. It is interesting that the value 

of ANEH starts to increase when N is greater than 4 for the LB-ILP method and when N is 

greater than 6 for the PB-ILP method. This is because the first objective is to maximize the 
network throughput where we have assumed that the network throughput is the sum of the 

bandwidth of the accepted IP connections regardless of other aspects of IP paths. After 

analyzing the rejected connection requests, we find two kinds of connections that are more 
likely to be rejected. The first kind of connections has few path selections in the physical 

topology. For example, we calculate 10 paths for each node pairs in advance. However, there 

may be only 5 paths satisfying the length restriction between node 9 and 10 in Fig. 4(a). The 

fewer path selections a connection has, the higher the probability will be that a connection may 
be rejected. The second kind of connections will connect heavy load node pairs. In this case, 

there are many connections requests between the heavy load end node pairs and it is possible 

for a new connection request to be blocked. For example, in Table 1, there are 81 2-Gbps 
connection request between 11 and 10. However from node 2 to 1, there is only 1 connection 
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request. We name both kinds of connections as difficult connection requests, while the other 

connections are named as easy connection requests. After all the easy connection requests are 
accepted, the network has to accept the more difficult connection requests in order to increase 

the network throughput as the value of N increases. Routing difficult connections will 

encounter more congestion situations. As the fiber layer has fewer path selections than the 

TPL layer, the network will use routers to switch more difficult connection requests to 
improve the network throughput when the number of wavelengths per fiber increases.  

It is also shown that the value of ANEH under LB-ILP increases fast after N = 4. For the 
network under the PB-ILP method, the value of ANEH decreases until N = 6. After that, the 

value of ANEH increases slightly and fluctuates around 1.05. On the other hand, the value of 
ANEH under the LB-ILP method reaches 1.18 when N = 9. At this time, values of ANEH 

between two ILP methods have the biggest difference. The poorer performance of LB-ILP is 

due to the constraint of  0,1w

ijL  as discussed in Sec. III. This restricts the path selection, 

especially when there is not enough wavelength resource. Therefore, the IP over WDM 
network has to do more multi-electrical-hop switching in order to increase the network 

capacity. 

When N is greater than 9, the network capacity is bigger than the traffic load and the 
wavelength resource is more than sufficient. For the LB-ILP method, increasing wavelength 

choices can offset the path limitation caused by the constraint of  0,1w

ijL  . As a result, the 

value of ANEH under the LB-ILP starts to decrease.  When N =16, both methods have similar 

values of ANEH. From Fig. 7(a), Fig. 8(a) and Fig. 9(a), we may conclude that when N =16, 

the power consumption difference between two methods is due to the different number of 

lightpaths (transponders) used, which means that the PB-ILP method can have better lightpath 
combinations and use fewer lightpaths than the LB-ILP method. It may be noted that the 

values of ANEH under both ILP methods are very close in Fig. 9(b). 

Our simulation results show that the PB-ILP method significantly outperforms the LB-ILP 
method in the COST239 network. With the PB-ILP method, the network uses fewer lightpaths 
to achieve lower overall power consumption. On the contrary, both ILP methods show quite 

similar performances in the random network. This is because the random network has a 

smaller average nodal degree and less path choices than the COST239 network. Actually, in 

the random network, the PB-ILP method cannot use more than 2 paths for some node pairs, 
e.g., node pair (5, 11), (7, 10), etc. Without enough path selection choices, the PB-ILP method 

cannot outperform the LB-ILP method.  

5. Mathematical (ILP) Formulation for the Tl-IPoWDM Network 

Compared with the Tp-IPoWDM network, the Tl-IPoWDM network can use not only routers 

but also 3R regenerators for the optical signal regeneration. To describe multi-layer routing in 
the Tl-IPoWDM network, a four-layer model is given in Fig. 2(b). Compared with the 

three-layer model of the Tp-IPoWDM network, it has one more layer, e.g. the translucent 

lightpath (TLL) layer. The TLL layer is between the TPL layer and the IP layer in Fig. 2(b). In 
order to give the flow conservation relationship between virtual links in the TPL layer and links 

in the TLL layer, it is a must to denote a virtual link (transparent lightpath) in the TPL layer. 

However, a transparent lightpath cannot be denoted as a variable in the ILP formulation before 
it is calculated except that there is only one path between two nodes. Obviously, there are more 

than one paths between two nodes in the network. Therefore, PB-ILP formulations have to be 
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used. In this work, the end nodes of a virtual link in the TLL layer are denoted by p and q. Apart 

from those given in Sec. IV, the following decision variables are added. 
 

Decision variables: 
,sd t

pqU
   

if ( [1, ])t

sd sdr t   uses a virtual link in the TLL layer from node p to q,
, 1sd t

pqU  ；

otherwise, 
, 0sd t

pqU 
 
。 

pqv
     

the number of virtual links in the TLL layer from node p to q. 

,

pq

ij kL
    

the number of virtual links in the TLL layer from p to q that use transparent lightpaths 

on path ,ij kP . 

, ,

pq

ij k wL
 
if a virtual link in the TLL layer from node p to q is served by a transparent lightpath 

from node i to j using wavelength w and path ,ij kP , , , 1pq

ij k wL  ; otherwise, , , 0pq

ij k wL  . 

Constraints： 

-- Routing transparent lightpaths in the fiber layer  
Use the same constraints of Equation (11) and (12) in the PB-ILP formulations for the 

Tp-IPoWDM network. 

-- Routing virtual links of the TLL layer based on the virtual topology given by the TPL layer 

  
  

 , , , , , ,w pq

ij k ij k w

pq

O L i j k w    (15) 
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    Constraint (16) ensures that a transparent lightpath can only be used by one virtual link in the 
TLL layer. Equation (17) describes the relationship between pq

ij,k,wL  and pq

ij,kL . Constraint (18) 

ensures the flow conservation relationship between virtual links in the TLL layer and virtual 
links in the TPL layer. 

    Routing IP connection requests in the virtual topology provided by the TLL layer 
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,

,

,sd t

pq pq

t s d

U x v B p q      (19) 

 

Constraint (19) ensures the flow conservation relationship between IP connections and 

virtual links in the TLL layer. Constraint (20) ensures that the aggregate traffic between two 

routers in the IP layer cannot exceed the capacity of the TLL layer virtual links which connect 

the same routers.  

Objective： 

minimize: 

 ,

4 , , ,

, , , , , , , , , ,

12 w l sd t pq

T pq O ij k ij k I pq R ij k pq

p q w i j k l s d t p q p q i j k

v P O X P x Uf P T P L v
    

           
     

        (20) 

 

The network power consumption in Equation (21) is composed of four parts. The first term is 
the power consumption of transponders; the second term is the power consumption of optical 
switches; the third term is the power consumption of routers in the intermediate nodes; the 
fourth term is the power consumption of 3R regenerators. The network power consumption is 
optimized under the constraint of Equation (1) 
 

6. Numerical Results for Tl-IPoWDM Network 

In the Tl-IPoWDM network, the power consumption value of a regenerator is assumed to be 
50W per wavelength [8]. For studying the translucent network performance, we have run 

simulations based on the topology given in Fig. 4. However, it is shown that the power 

consumption of the Tl-IPoWDM network is nearly the same as that of the Tp-IPoWDM 
network. This is because path lengths of the COST239 network and the random network are 

short compared with the lightpath length limitation of 2000km. 3R regenerators are seldom 

used in both networks for saving energy. To show the advantage of the Tl-IPoWDM network, 
we choose to multiply the link lengths by 1.5 in both networks in Fig. 4. 

Thanks to the switching capability of routers, the Tl-IPoWDM network and Tp-IPoWDM 
network with new link lengths have the same throughput as the Tp-IPoWDM network with 

original link lengths. Therefore, the network power consumption can be optimized according 

to capacity constraints in Fig. 5. 

Fig. 10 shows the network power consumption vs. number of wavelengths per fiber for two 

networks under the Tp-IPoWDM network and Tl-IPoWDM network. Fig. 10(a) and Fig. 10(b) 
show similar characteristics. Firstly, all networks reach the highest power consumption values 

when the network capacity is just beyond the traffic load as shown in Fig. 5 ( when N = 9 in the 

COST239 network; when N =10 in the random network). Secondly, the Tl-IPoWDM network 
can significantly save a larger amount of power than the Tp-IPoWDM network. However, it is 

shown that, under the COST239 network topology, the power saving effect of the 

Tl-IPoWDM network decreases as the network capacity increases beyond the traffic load.  To 
find out the reason, we study the variation of three evaluation metrics vs. number of 

wavelengths per fiber for the COST239 network in Fig. 11 and for the random network in Fig. 

12.  
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(a) COST239 network                                         (b) Random network 

 

Fig. 10. Network power consumption vs. number of wavelengths 

 

As a virtual link in the TLL layer in the Tl-IPoWDM network can be a translucent lightpath 

or a transparent lightpath, we choose to compare the number of transponders used for the two 

networks in Fig. 11(a) and Fig. 12(a) rather than the number of lightpaths. Fig. 11(a) and Fig. 

12(a) show similar trends as Fig. 10(a) and Fig. 10(b), respectively.  

Fig. 11(b) and Fig. 12(b) show the relationship between the value of ANEH and the number 
of wavelengths per fiber for both network topologies. Under both network topologies, it is 

shown that the value of ANEH in the Tl-IPoWDM network is larger than that in the 

Tp-IPoWDM network. However, the way that the performance difference changes in the two 
networks is not the same. In Fig. 11(b), the maximum performance difference is reached when 

N = 9. When the value of N increases beyond 9, the difference between two ANEH values 

under the two networks decreases and the two ANEH values become only marginally different 

from each other. On the other hand, in Fig. 12(b), the value of ANEH in the Tp-IPoWDM 
network is about 0.2 higher than that in the Tl-IPoWDM network when N = 16. When the 

performance differences in Fig. 11(b) and Fig. 12(b) are large, it is observed that the number 

of used 3R regenerators is also large in Fig. 11(c) and Fig. 12(c). We may conclude that the 
Tl-IPoWDM network can manipulate 3R regenerators for setting up transparent lightpaths 

which will decrease the value of ANEH. As a result, router power is saved. In Fig. 10(b), Fig. 

11(a) and Fig. 11(b), as the value of N increases beyond 9, the Tp-IPoWDM network can 
improve the network energy efficiency with the decreasing number of transponders and 

decreasing value of ANEH. This is because the Tp-IPoWDM network can improve transparent 

lightpath combinations when the wavelength resource is sufficiently large. On the other hand, 

for the sparse random network topology in Fig. 10(b), the Tp-IPoWDM network cannot reach 
the network energy efficiency of the Tl-IPoWDM network even when N = 16. At that point, 

the number of used 3R regenerators does not decrease significantly compared with the peak 

value of 12 in Fig. 12(c). This is because the sparse network has fewer path selections 
available than the dense network. Even with ample wavelength resources, it is still hard to 

reach some node pairs by using transparent lightpaths. In this case, the 3R regenerators are 

important for saving power in an IP over WDM network. 
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(a) The number of transponders vs. number of wavelengths (a) The number of transponders vs. number of wavelengths
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(b) The average number of electrical hops vs. number of wavelengths (b) The average number of electrical hops vs. number of wavelengths
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(c) The number of used 3R regenerators vs. number of wavelengths

Figure 11. Network performance of COST239 network 

(c) The number of used 3R regenerators vs. number of wavelengths

Figure 12. Network performance of random network
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Fig. 11. Network performance of COST329               Fig. 12. Network performance of random  

                             network                                                                        network 

7. Conclusion 

For the energy optimization problem in bandwidth limited IP over WDM networks, the 

lexicographic approach is adopted to handle the ILP for the two opposing objectives, i.e. 
maximizing network throughput and minimizing network power consumption. The 

Tp-IPoWDM network and the Tl-IPoWDM network are investigated. For the Tp-IPoWDM 

networks, the LB-ILP and PB-ILP methods are compared. It is shown that the PB-ILP method 

can achieve higher energy efficiency than the link based ILP method in the dense network 
topology. This is because the PB-ILP method can have more path choices than the LB-ILP 

method under path length restriction in the dense network topology. However, for the sparse 

network topology which has limited path choices, the PB-ILP method cannot derive much 
advantage. For the Tl-IPoWDM network, only the PB-ILP method is used. The network 

performances are compared between the Tp-IPoWDM and Tl-IPoWDM networks. It is show 
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that the Tl-IPoWDM network can outperform the Tp-IPoWDM network under both the dense 

network topology and the sparse network topology. In all networks, it is shown that the 
network energy efficiency can be improved by over-provisioning wavelength resources. 

Therefore, over-provisioning wavelengths can not only avoid congestion but also save energy. 

For the dense network topology, the network energy efficiency of the Tp-IPoWDM network 

can even be close to that of the Tl-IPoWDM network when the number of wavelengths per 
fiber is large enough. For the sparse IP over WDM network, the 3R regenerators become an 

important fact for saving power. It is shown that the Tl-IPoWDM network can save a 

significant amount of power compared with the Tp-IPoWDM network even when adequate 
provision is made for the wavelength resources. In future, we plan to extend our proposed 

approaches to elastic optical networks and consider the effect of 5G application[25-27] as 

well.  
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