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Abstract 
 

In this paper, a new clustering algorithm based on the connected region generation 
(CRG-clustering) is proposed. It is an effective and robust approach to clustering on the 
basis of the connectivity of the points and their neighbors. In the new algorithm, a 
connected region generating (CRG) algorithm is developed to obtain the connected regions 
and an isolated point set. Each connected region corresponds to a homogeneous cluster and 
this ensures the separability of an arbitrary data set theoretically. Then, a region expansion 
strategy and a consensus criterion are used to deal with the points in the isolated point set. 
Experimental results on the synthetic datasets and the real world datasets show that the 
proposed algorithm has high performance and is insensitive to noise. 
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1. Introduction 

Clustering, defined as an unsupervised learning task, aims at decomposing data points 
into different groups such that the data points within the same group are similar to each 
other, while the data points in different groups are dissimilar [1]. Clustering is a 
fundamental tool in unsupervised learning and has been widely applied in various scientific 
and engineering disciplines [2-5], such as pattern recognition, artificial intelligence, web 
mining, image segmentation and biology [6]. 
Many clustering algorithms have been proposed over the years. Generally, these 
algorithms include partitioning methods [7], hierarchical method [8], density-based 
methods [9], spectral clustering method [10] , affinity propagation method [11] and other 
clustering algorithm based on the k  nearest neighbors [12]. The partitioning method aims 
at classifying the data points into a number of clusters that are usually optimal in terms of 
some predefined criterion functions. Among the partitioning mtheod, the K-means 
algorithm [7] is the most representative and widely usded algorithm. Although the 
K-means algorithm is fast and simple, it still has some defects. One of the defects is it can 
only find spherical clusters and performs worse for the non-spherical data. In order to 
improve the performance of the K-mean algorithm, many improved algorithms been 
proposed [13-14]. For the hierarchical method [8,15,16], it mainly includes the 
agglomerative and divisive methods. The Single-Link [8] is the most representative 
algorithm. Whether the hierarchical algorithm is agglomerative or divisive method, a 
cut-off condition needs be provided artificially.  
Generally, a good clustering algorithm should be able to discover clusters with different 
shapes and different distributions. In fact, the density-based and the spectral algorithms are 
easily to detect an arbitrary shape. Among the density-based methods, DBSCAN [9] is one 
of the more widely used algorithm which can discover clusters of arbitrary distribution 
automatically. However, it is difficult to distinguish the small clusters close to a large 
clusters. In order to improve the performance of DBSCAN, several algorithms have been 
proposed [17-19]. In fact, these algorithms still get bad results when there are no obvious 
boundaries between two classes in the dataset. These algorihtms will recognize the two 
classes without obvious boundaries as one class. For the spectral clustering algorithm, 
several spectral clustering algorithms [10,20-28] which can deal with both spherical and 
non-spherical data have been proposed. Ng-Jordan-Weiss (NJW) algorithm [20] is a 
popular spectral clustering algorithm.  NJW algorithm uses the k  largest eigenvectors of 
the affinity matrix to project the original dataset into a new space and then cluster the 
mapped data by using the K-means clustering algorithm. In fact, the affinity matrix is 
crucial to the performance of the algorithm. It usually obtains by using the Gaussian kernel 
function and there is a parameter σ  need to be specified manually. Therefore, some 
algorithms have been proposed to build a better affinity matrix. Zenlnik-Manor et al 
proposed a self-tuning spectral clustering [21] which computes the affinity between pair of 
points by using the local scale.  The local scaling leads to a better clustering especially 
when the data includes multiple scales. In order to improve the robust of the algorithm, a 
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robust path-based spectral clustering algorithm [22] is proposed by defining a robust 
path-based similarity measure. Zhang et al proposed a spectral clustering with local density 
adaptive measure [23] which is called common-near-neighbor (CNN). The new similarity  
defined in the CNN is adaptive assign  the scale factor by using the local density. Although 
the spectral algorithm and its improved algorithm can deal with arbitrary shape data, there 
are some detects in these algorithms. One of the detects is that these algorithms are not 
robust by using the K-means algorithm to cluster the mapped data in the last step. Moreover, 
these algorithms are sensitive to the noise.The affinity propagation (AP) proposed by Frey 
[11] views each data point as a node in a network. In the network, a real-valued message is 
defined and recursively transmited along edges of the network until a good set of exemplars 
and corresponding clusters emerges. The AP algorihtm is good at dealing with the lage 
scale data, but it will fail to clustering some complex data sets, such as the inseparable data 
set. Therefore, some improved algorithms [29-34] are proposed. In [32], a semi-supervised 
AP algorihtm was proposed. This algorithm guides the affinity propagation process by 
using the prior information. Cyril proposed the hierarchical affinity propagation (HAP) 
which combining BP neural network with AP, but the HAP algorihtm leads to the decline 
of algorithm precision[33].  
Recently, the clustering approach developed by Rodriguez and Laio [35], termed 
Rodriguez-Laio clustering (RLClu) in this paper. The RLClu algorithm is based on the idea 
that the cluster centers usually have higher density and relatively large distance to other 
cluster centers. However, there are three parameters should be provided by the user and the 
RLClu algorithm is sensitive to these parameters. In order to reduce the number of the 
setting parameters, Wang and Song design an improved algorithm called STClu which can 
detect the clustering centers automatically via statistical testing [36]. STClu algorithm 
defines a new local density by using the k  nearest neighbors which makes the STClu 
algorithm be more robust to the preassigned parameter k . And STClu algorithm also adds 
a new definition γ̂  which is the product of the local density and the minimum 
density-based distance of every point, and it is used to choose the cluster center. Then, 
STClu algorithm chooses the final cluster centers via an outward statistical testing method. 
Although the STClu algorithm only need one preassigned parameter and is less than the 
RLClu algorithm, the STClu algorithm only can deal with the data sets with specific 
distributions. The performance of the STClu algorithm will get bad if the data set is not 
belong to the specific distributuions.  
In order to improve the performances of the existing algorithms, a new clustering algorithm 
based on the connected region generation (CRG-clustering) is proposed. Within the 
CRG-clustering algorithm, a connected region generating (CRG) algorithm is developed 
according to the connectivity between the points with their neighbors. The CRG algorithm 
can be used to obtain the K  connected regions and an isolated point set. Then, the region 
expansion strategy is used to cluster the data points belonging to the isolated point set. 
Moreover, a consensus criterion is used to deal with the isolated points.  
The rest of this paper is organized as follow. Section 2 provides some definitions necessary 
for our approach and the connected region generating algorithm. Section 3 describes details 
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of our CRG-clustering algorithm. The performance of proposed algorithm is vealuated and 
compared with related work in Section 4. Finally, the paper is concluded in Section5. 

2. Related work 
In this section, we first briefly review the k -NN Based Clustering Algorihtm (KNBC) 
which is proposed based on the assumption that if ix  is one of the nearest neighbors of jx , 
then jx  is one of the nearest neighbors of ix [12].  Let { }1 2, , , n=X x x x  be a finite 
subset of a N -dimensional vector space, 1 2, , , mS S S  be the clustering result. Define 

{ }|  is one of the nearest neighbors of i iN x x x= , jS is the j -th cluster subsets, 

{ }|  is one of the nearest neighbors of the points in
mS mN x x  S= . The KNBC algorithm is 

presented in the following: 
(1) Set 1m = . 
(2) Add { }1 |  is the first element in x x x= X into mS , namely { }1mS x= .  
(3) Get

mSN , the neighbors subset of mS , add all the points in 
mSN  into mS , and let 

mSN= −X X . 
(4) Repeat step (3), until the number of mS  is not change. 
(5) If = ∅X  then stop,else set 1m m= +  and goto step (2). 
The KNBC algorithm is based on the nearest neighbors , so it shows very good perfomance 
in many area. However, the performance of the KNBC algorithm will be influenced by the 
initialization and termination criterion. The KNBC selects the first point in the dataset as 
the initial cluster and adds all the nearest neighbors of the first point. Then all nearest 
neighbors of these data points are founded and added. In Ref. [12], the KNBC algorihtm is 
used as the pretreatment in the process of the film editing. The points in the film dataset is  
sequential, therefore the KNBC algorihtm starts from the first element in the dataset is 
reasonale. But in the real word, most dataset is non-sequential, the performance of the 
KNBC algorihtm is effected by the seletion of the first sample. When the number of points 
in a cluster stops increasing, the cluster generation is terminated. This termination criterion 
is good at clustering the separable dataset, but it will become worse when the edge of the 
clusters are  overlapping. When the clusters whose edge is overlapped or close to each other,  
the KNBC algorihtm will divide the two overlapped cluster into one cluster. Moreover, the 
KNBC algorihtm does not consider the circumstances that there are some noise in the 
dataset. If there are some noise points in the dataset, the cluster number of the KNBC 
algorihtm will increase and there will some clusters whose members are several noise 
points. In order to improve the performance of the KNBC algorihtm, a connected region 
generating (CRG) algorithm is proposed. In the CRG algorithm, the seed point is defined 
and selected as the initial point of the cluster. Moreover, a new termination criterion is 
proposed. 

http://www.baidu.com/link?url=pyiQvyHLDayPFPw8teciwfVE_6Suh7Nrl5O1Ia4D-Yl2YmZpN0I0-uq-QgluVBCj_vn3uST7_ehcgDHJTL-ePlXcXtceKqOSUHvNIrLvl5i
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3. The connected region generating algorithm 
In this section, a connected region generating (CRG) algorithm is proposed. First, some 
definitions used in the CRG algorithm are given. Let { }1 2, , , n=X x x x  be a finite subset 
of a N -dimensional vector space, K  be the specified number of clusters, and iC  be the 
i -th cluster where 1, ,i K=  . 

3.1 Preliminary 
Definition 1 ( k -th adjacency matrix). Given a data set X , let k  be the number of the 
nearest neighbors. Then the k -th adjacency matrix can be defined as:  

 ( )
1  N ( )

,
0 otherwise

i k j
kNN

if
A i j

∈
= 


x x
 (1) 

where N ( )k jx  is the k  nearest neighbors set of  jx , and  , 1, ,i j n=  . 
Difinition 2 (Importance Index). The importance index of a data point ix  is defined as : 

 ( )
1

( ) ,
n

i kNN
j

I A i j
=

= ∑x  (2) 

Definition 3 (Seed point). Point ix   is a seed point if its importance index satisfies 

 ( ){ }( ) max
j

i jI I
∈

=
x X

x x  (3) 

This means that ix  is adjacent to many points. In fact, these data points look more like the 
centroids of the data set. 
Definition 4 (Connected region) Let x  be a seed point in X , then a connected region 
generated by x  is defined as: 

 { }0 1 1 0 1( ) , , , N ( ), N ( ), {1,2, , }m k i k iR i m+ −= ∈ ∈ ∈ x x x x x x x x  (4) 

Therefore, connected region can be built between the connected points using Definition 4. 
All the points in the same connected region belong to the same cluster. 
 

3.2 The connected region generating algorithm 
In the following, the connected region generating (CRG) algorithm is proposed. The CRG 
algorithm is designed according to the connectivity between the points with their k  nearest 
neighbors. The skeleton of the CRG algorithm is presented in Table 1. 
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Table 1. The connected region generating algorithm 
Input: data set { }, ,...,1 2 n=X x x x , the number of clusters K , the number of nearest neighbors k , 

threshold /numberT n K=  
Output: K  connected region and an isolated points set  
Compute the adjacency matrix kNNA  and the importance index according to Definition 1 and 
Definition 2 

0crN =  (the number of the local connected region) 

crS = ∅  (the connected region set) 

dS = ∅  (the points set waiting to generate in region generating process) 

US = ∅  (isolated points set) 
For 1i =  to K  

Find the seed point sx according to Definition3 
1cr crN N= + , ( ) { }cr cr sS N = x , ( ) 0sI x =  

{ }d sS x=  

While dS ≠ ∅  
Set waitx  with the first element of the dS  waiting to generate set 

Set { }1 2, , k
neighbor nei nei neix x x=X   to save the neighbors of the point waiting to generate 

N ( )neighbor k waitx=X  
For  1j =  to k  

if j
neix  is not classified 

Insert j
neix  into the crN  connected region set and the waiting to generate set, and set the 

impartance index of j
neix  with 0 

( ) ( ) { }j
cr cr cr cr neiS N S N= x



, { }j
d d neiS S x=



, ( ) 0j
neiI x =  

  End 
End 
Delete the point having generated from the waiting to generate set 

{ }d d waitS S x= −  
If ( ( )cr cr numberS N T> ) or (there is no unlabeled data point) 

Break 
End 

  End 
End 
For 1i =  to n  

If the i − th point is not belong to any connected region,  
{ }U U iS S=


x  
End 

End 
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The connected region generating algorithm is a region generating algorithm which is based 
on the k  nearest neighbors. This is similar to the KNBC algorithm. However, there are 
some difference between our CRG and the KNBC algorihtm. First, the CRG algorihtm 
chooses the seed point according to the importance index as the initial point in every 
connected region instead of choose the first point. Second, a new termination condition is 
added in our proposed algorithm. In order to avoid the over-growth of the connected region, 
the upper bound of the number in each region is set and when the numbers reach this bound 
the region generating process will stop. Third, the KNBC algorihtm separates all the points 
based on the nearest neighbors. While some isolated points can be left in our region 
generation process and this makes our algorithm is insensitive to the noise. 
After the identification of the connected region, the data points belonging to the same 
region can be defined as a subset crS ≠ ∅  and all the isolated points  (i.e. not belonging to 
any connected region) form the subset US . Then, the data set X is partitioned into a 
number K  of connected region sets (1), (2), , ( )cr cr crS S S K , and an isolated points set US  
 

{1,2, , }

( )cr U
i K

S i S
∈

 
=  
 

 

X  

 
Here, we use the example shown in Fig. 1 to see the procedure of the CRG. As shown in 
Fig. 1 (a), the point which has the highest importance index was chosen as the first seed 
point and marked with star. Then, the connected region will be generated according to 
Definition 4. Firstly, the k  nearest neighbors of the first seed point are found and are added 
into the connected region set, as shown Fig. 1(b). Then, the nearest neighbors found 
procedure are repeated until the terminal condition is satisfied. Therefore, the first 
connected region is generated and is shown in Fig. 1(c). This process was repeated until all 
the K  connected regions are generated and the results are shown in Fig. 1(d). Here, the 
seed points are marked with stars and the different connected region are marked with 
different shapes. Moreover, the points marked with the black “*” mean that they are not 
classified into any connected region. 
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Fig. 1. The CRG algorithm. (a) The first seed point; (b) The k  nearest neighbors of the first seed 
point;(c) The first connected region; (d) All the K  connected region. 

4. The clustering algorithm based on CRG 

The CRG algorithm can classify the data points according to the neighborhood 
relationship and it will stop when the terminal condition is satisfied. However, the 
CRG algorithm can’t ensure to deal with all the data points. In fact, as shown in Fig. 
1 (d), there always left some points which not belonging to any connected region. 
In order to solve this problem, a region expansion strategy and a consensus criterion 
are proposed to deal with these unconnected points. Then, a clustering algorithm 
based on the CRG (CRG-clustering) is given. 

4.1 Region expansion strategy 
For a data set, we can get K  connected region sets and an isolated point set using the CRG 
algorithm in the former section. In order to get a better clustering result, the points 
belonging to the isolated set need to be processed. Here, a region expansion strategy is 
proposed and the skeleton of the region expansion strategy is given in Table 2. 
Definition 5 (Expansion radius) Expansion radius of a connected region is calculated 
according to the distance between the points in this connected region and their k -th nearest 
neighbor. For the i -th connected region, its expansion radius, ( )rad i , is defined as: 
 

 ( )
( , )

( ) 2
( )

j cr

k
j j

x S i

cr

distance x x
rad i

S i
∈

= ∗
∑

 (5) 

where k
jx  is the k -th nearest neighbor of point jx , ( )crS i  is the i -th connected region, and 

( )crS i  is the number of the points in the i -th connected region. 
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Table 2. The region expansion strategy 

Input: K  connected region ( )crS i , 1,2, ,i K=  and an isolated point set US  
For  1i =  to K  

Calculate the expansion radius ( )rad i  of the i -th connected region ( )crS i  according to 
Definition 5. 

1j =  
  While ( )cr crj S N≤  

Find all the points who are in the circle-domain of ( )j crx S i∈ with the radius ( )rad i , if 

there are some points belonging to US , then remove these points from US  to ( )crS i  
End 

End 

4.2 Consensus criterion 
For a data set, if there always left some points that not belonging to any connected region 
after the connected region generation and the region expansion. Then a consensus criterion 
will be used to deal with these data points. 
Definition 6 (Nearest voting score) iV  is denoted as the nearest voting score matrix of the 
i -th point, iV  is a K -dimensional vector and every element represent the score result of 
the k -th nearest neighbor, is defined as: 

 { }( ) | N ( ), ( )i m m k i m crj x x x x S j= ∈ ∈V  (6) 

where N ( )k ix  is the k  nearest neighbors set of ix , and ( )crS j  is the j -th connected 
region, and ⋅  represents a function to get the number of the elements in the set. 
Definition 7 (Victor region) ( )iR x  is denoted as the victor region by using the nearest 
voting, is defined as: 

 ( ) { }1,2, 1,2,
| ( ) max ( ( )), 1,2,  max ( ( )) 0

0 otherwise

i i ij K j K
i

r r j r K if j
R x = =

 = = >= 


 

V V V
 (7) 

In Definition7, 
1,2,
max ( ( )) 0ij K

j
=

=V


 represents that the k  nearest neighbors of ix  all 

unvisited. 
The consensus criterion is presented in the following: 
(1) Find the points still in US . 
(2) Calculate the nearest voting score of every point in US  according to Definition 6. 
(3) Divided the sample into the victor region which is got by using the Difiniton7. 
(4) If its k  nearest neighbors all unvisited, we need to divide the unvisited point into the 

region which its nearest labeled neighbor belongs to.  
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4.3 The clustering algorithm based on CRG 
In the new clustering algorithm, the CRG algorithm is used to obtain the  connected 
regions, firstly. Then the region expansion strategy is used to deal with the data points 
which are belonging to the isolated data set. Moreover, a consensus criterion is used for the 
remaining data points. Finally, the clusters of the data set are acquired. The flow chart of 
the CRG-clustering algorithm is given in Fig. 2. 
 

 
Fig. 2. The flow chart of the CRG-clustering algorithm 

 

The CRG-clustering algorithm mainly includes three steps. The first step is to obtain the  
connected regions by using the CRG algorithm. The CRG algorithm will find out the seed 
point whose important index is the highest and generate a region from the seed point 
according to the connectivity of the point and its  nearest neighbors. If there are points not 
belonging to any region left, then the second step will be used. The second step will deal 
with the points classify into the isolated data set in the first step, and divide the points into 
the corresponding connected region by using the region expansion strategy. In certain 
condition, there are some points left after the second part. So, the third step is used for the 
remaining data points to ensure all points being clustered. The consensus criterion of the  
nearest neighbors will ensure every point belongs to a connected region. 
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5. Experiments 
In order to validate the performance of the CRG-clustering clustering algorithm, a set of 
experiments are conducted on both artificial data sets and real-life data from the UCI 
Machine Learning Repository. The performances of the CRG-clustering clustering, 
K-means [7], DBSCAN [9], RLClu [35], NJW [20], and SC-DA [23] algorithm are 
compared through the experiments. The results show that the CRG-clustering clustering 
algorithm has high performance and flexibility. 

5.1 Data sets 
Several data sets, both artificial and real, have been utilized in our experiments. The eight 
artificial datasets are referred to as D1~D8, respectively. These artificial data sets, as 
shown in Fig. 3, have different degrees of difficulty for clustering. The first three data sets 
to be relatively simple: the clusters are separable. Clusters in D4, D5 and D6, have rather 
different shapes and a few of them are overlapped. For D7 and D8, there are some noise 
data points, scattered between the clusters, which have been added to increase further the 
difficulty of the problem to be solved. The real-life data sets considered are UCI data sets. 
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Fig. 3. The artificial data sets used in the experiments: (a)D1, (b)D2, (c)D3, (d)D4, (e)D5, 

(f)D6,(g)D7, and (h)D8 
 

For convenience, we summarize the fifteen sets in Table 3 with the characteristics of the 
data sets. The four columns show the number of data points N , the number of classes k , 
the dimension of the feature space d , and the number of points in every cluster for each 
data set. 
 

Table 3. Fifteen data sets used in the experiments 
Dataset N  k  d  points per cluster 

D1 600 3 2 200, 200, 200 
D2 1000 4 2 200, 200, 200, 400 
D3 312 3 2 101,105,106 
D4 240 2 2 87,153 
D5 600 15 2 Each class owe 40 objects 
D6 1200 3 3 400,400,400 
D7 900 4 3 200,200,200,200,100(noise) 
D8 1250 3 2 400,400,400,50(noise) 

Iris (IR) 150 3 4 50, 50, 50 
Vehicle (VE) 846 4 18 199, 212, 217, 218 

Soybean_small (SO)  47 4 35 10, 10, 10, 17 
Seeds (SE) 210 3 7 70, 70, 70 
Chess (CH) 2130 2 36 1102, 1028 

Liverdisorder (LI) 345 2 6 145, 200 
Pima-indians-diabetes(PI)  768 2 8 268, 500 
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5.2 Results 
In the experiments, we have executed all algorithms 20 times independently with random 
initialization on each data set. Firstly, the clustering results of the artificial data sets 
obtained by K-means, DBSCAN, RLClu, NJW, SC-DA and CRG-clustering clustering are 
given in Fig. 4-11. 
From the results of Fig. 4 to Fig. 11, it may be realized that the CRG-clustering algorithm 
performs superior to K-means, DBSCAN, RLClu, NJW and SC-DA algorithms. On 6 out 
of 8 data sets, CRG-clustering performs better than the other algorithms and on the 
remaining data sets CRG-clustering exhibits a better performance. For the first three 
separable data sets which include D1, D2 and D3, the CRG-clustering algorithm and the 
DBSCAN algorithm play the best performance and can divided the three data sets into the 
correct categories. But the other three algorithms fail in doing so. The RLClu algorithm can 
divide the points of D2 and D3 into the correct categories, but plays a worst performance in 
D1. The K-means, NJW and SC-DA can’t divide all the samples of three separable data 
sets into the correct categories. For D4 and D6, NJW, SC-DA and CRG-clustering succeed 
in providing the all the clusters, while the other three algorithms all have worst results. For 
D5, only RLClu and CRG-clustering get a better performance. For D7 and D8, there are 
very noisy backgrounds added to these data sets. For D7, the CRG-clustering algorithm and 
the DBSCAN algorithm both can divide the non-noisy points into the correct categories. 
While the K-means, RLClu, NJW and SC-DA algorithms all play a worse performance 
because of the influence by the noise points. For D8, only DBSCAN algorithm divides the 
two inseparable spherical clustering into one class due to the connectivity of the boundary 
samples. And other algorithms are able to find all the clusters of the data set. 
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Fig. 4. The clustering results of D1 obtained by the six algorithms for (a) K-means; (b) DBSCAN; 
(c) RLClu; (d)NJW; (e)SC-DA; (f)CRG-clustering. 
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Fig. 5. The clustering results of D2 obtained by the six algorithms for (a) K-means; (b) DBSCAN; 
(c) RLClu; (d)NJW; (e)SC-DA; (f)CRG-clustering. 
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Fig. 6. The clustering results of D3 obtained by the six algorithms for (a) K-means; (b) DBSCAN; 
(c) RLClu; (d)NJW; (e)SC-DA; (f)CRG-clustering. 
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Fig. 7. The clustering results of D4 obtained by the six algorithms for (a) K-means; (b) DBSCAN; 

(c) RLClu; (d)NJW; (e)SC-DA; (f)CRG-clustering. 
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Fig. 8. The clustering results of D5 obtained by the six algorithms for (a) K-means; (b) DBSCAN; 

(c) RLClu; (d)NJW; (e)SC-DA; (f)CRG-clustering. 
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Fig. 9. The clustering results of D6 obtained by the six algorithms for (a) K-means; (b) DBSCAN; 

(c) RLClu; (d)NJW; (e)SC-DA; (f)CRG-clustering. 
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Fig. 10. The clustering results of D7 obtained by the six algorithms for (a) K-means; (b) DBSCAN; 

(c) RLClu; (d)NJW; (e)SC-DA; (f)CRG-clustering. 
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Fig. 11. The clustering results of D8 obtained by the six algorithms for (a) K-means; (b) DBSCAN; 
(c) RLClu; (d)NJW; (e)SC-DA; (f)CRG-clustering. 

 
To further verifying the clustering performance of the algorithms, three statistical score 
functions (overall Accuracy, Rand index and Kappa index) are employed. Let n  be the 
total number of data points, and ijn  denote the number of points classified into class i  as 
produced by the algorithm which also are in cluster j  in the true cluster structure. Then 

i ijj
n n⋅ = ∑  be the number of the points classified into cluster i  in the data set under 

experiment, and j iji
n n⋅ = ∑  be the number of points classified into class j  in the real 

cluster structure. 
(1) Overall Accuracy 
The Overall Accuracy (OA) is the most widely used statistical score function for the 
validation. It denotes the percentage of correctly classified data points in the dataset. It is 
given by: 
 

 iii
n

OA
n

= ∑  (8) 

 
The OA returns values in the interval [0,1] , and the optimum score is 1, with higher scores 
being better.  
(2) Kappa Index 
The Kappa Index (KI) measures the agreement between the clustering results produces by 
algorithm and the true cluster structure. It can be calculated as: 
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(3) Rand index 
The Rand Index [37] measures the agreement of the clustering result with the true cluster 
structure. It counts the number of pair-wise co-assignments of data items between the two 
partitions. Let sn  be the number of pairs of patterns that are assigned to the same cluster in 
both the resultant partition and the true cluster structure, and dn  be the number of pairs of 
patterns that are assigned to different clusters in both the resultant partition and the true 
cluster structure. The Rand index is defined as: 

 2
s d

n

n nRI
C
+

=  (10) 

where 2 ( 1) / 2nC n n= − . The value of Rand index will range from 0 to 1, with 0 indicating 
that the original classification and the clustered classification do not agree on any pair of 
points and 1 indicating that the original classification and the clustered classification are 
exactly the same. 
In the following, the three statistical measures described above are used to measure the 
clustering performance of the algorithms. Table 4 and Table 5 show the mean and standard 
deviation of the overall accuracy (in %), the kappa index (in %), and the rand index for the 
artificial data sets (D1~D8) and the seven real data sets, respectively. All of which are 
calculated over 20 runs of the six clustering algorithms.  
From Table 4 and Table 5, one may observes that our approach outperforms K-means, 
DBSCAN, RLClu, NJW, and SC-DA in a statistically significant manner. For D1, D2, D3 
which are the separable data sets with arbitrary shape, the proposed algorithm and 
DBSCAN can cluster the data sets accurately since the two algorithm both cluster the 
points according to the neighborhood relationship and never mind the limitation caused by  
the shape of the clustering data. For D4, D5, D6 which are inseparable data sets with 
arbitrary shape, the performance of K-means is poor due to it is not suitable for finding the 
non-spherical cluster. DBSCAN, RLClu, NJW, and SC-DA will perform worst when meet 
the inseparable data sets, the measure value of the clustering results of the five algorithms is 
lower than our algorithm. For D7 with noise, the performance of our algorithm and 
DBSCAN do not affected by the noise. Because our CRG-clustering picked the points with 
the most importance as the seed point of every regions and passed the label according to the 
neighborhood relationship. For D8 owning the inseparable data sets with noise, the 
performance of DBSCAN became worst when meets the inseparable data sets and the 
K-means, RLClu, NJW, and SC-DA performed worse than our CRG-clustering algorithm 
due to the noise data points.  
 
 
 
 



KSII TRANSACTIONS ON INTERNET AND INFORMATION SYSTEMS VOL. 12, NO. 6, June 2018                                   2637 
 

 
Table 4. Mean and standard deviation (in parentheses) of four statistical validity measures produced 

by the six algorithms for the artificial data sets 
Data Measure Mean and std. dev. of the validity measure 

  K-means DBSCAN RLClu NJW SC-DA CRG-clustering 

D1 

OA 77.73 
(1.53e-1) 

100.00 
(0) 

79.00 
(1.17e-29) 

79.75 
(3.53) 

71.41 
(7.24e-5) 

100.00 
(0) 

KA 66.60 
(3.44e-1) 

100.00 
(0) 

68.50 
(5.19e-30) 

64.51 
(11.55) 

57.11 
(1.63e-4) 

100.00 
(0) 

RI 0.7814 
(5.90e-4) 

1.0000 
(0) 

0.7938 
(1.17e-31) 

0.8662 
(1.54e-2) 

0.7613 
(6.28e-7) 

1.0000 
(0) 

D2 

OA 88.56 
(2.77) 

100.00 
(0) 

100.00 
(0) 

85.57 
(1.39) 

93.65 
(1.46) 

100.00 
(0) 

KA 84.30 
(5.22) 

100.00 
(0) 

100.00 
(0) 

77.89 
(3.33) 

90.84 
(2.97) 

100.00 
(0) 

RI 0.9440 
(5.27e-3) 

1.0000 
(0) 

1.0000 
(0) 

0.9293 
(4.51e-3) 

0.9702 
(4.08e-3) 

1.0000 
(0) 

D3 

OA 34.38 
(6.35e-4) 

100.00 
(0) 

100.00 
(0) 

79.09 
(3.85) 

83.85 
(5.12) 

100.00 
(0) 

KA 1.53 
(1.30e-3) 

100.00 
(0) 

100.00 
(0) 

61.11 
(13.66) 

73.20 
(14.37) 

100.00 
(0) 

RI 0.5541 
(3.06e-9) 

1.0000 
(0) 

1.0000 
(0) 

0.8623 
(1.64e-2) 

0.9040 
(1.80e-2) 

1.0000 
(0) 

D4 

OA 84.48 
(7.65e-3) 

64.58 
(1.30e-32) 

78.75 
(5.19e-30) 

99.58 
(0) 

98.33 
(1.30e-30) 

100.00 
(0) 

KA 68.54 
(3.25e-2) 

2.92 
(5.07e-35) 

59.18 
(5.19e-30) 

99.10 
(1.30e-30) 

96.36 
(1.17e-29) 

100.00 
(0) 

RI 0.7368 
(1.49e-4) 

0.5406 
(1.30e-32) 

0.6639 
(5.19e-32) 

0.9917 
(5.19e-32) 

0.9671 
(5.19e-32) 

1.0000 
(0) 

D5 

OA 75.03 
(1.43) 

53.33 
(0) 

99.67 
(5.19e-30) 

68.18 
(6.80e-1) 

79.58 
(5.21e-1) 

98.50 
(5.19e-32) 

KA 72.98 
(1.67) 

48.28 
(5.19e-30) 

99.64 
(1.30e-30) 

65.37 
(7.99e-1) 

77.95 
(6.20e-1) 

98.39 
(5.19e-32) 

RI 0.9639 
(3.53e-4) 

0.7507 
(1.30e-32) 

0.9991 
(1.30e-32) 

0.8920 
(2.00e-3) 

0.9715 
(8.13e-5) 

0.9961 
(1.17e-31) 

D6 

OA 38.28 
(1.56e-4) 

66.75 
(5.19e-30) 

47.83 
(3.24e-29) 

77.59 
(1.30) 

77.16 
(1.04) 

86.58 
(0) 

KA 7.43 
(3.52e-4) 

50.13 
(0) 

21.75 
(3.24e-30) 

66.30 
(2.99) 

65.74 
(2.34) 

79.88 
(0) 

RI 0.5578 
(7.66e-9) 

0.7776 
(5.19e-32) 

0.5478 
(1.30e-32) 

0.8106 
(1.45e-3) 

0.8062 
(1.24e-3) 

0.8570 
(5.19e-32) 

D7 

OA 80.26 
(9.02e-2) 

100.00 
(0) 

66.88 
(5.19e-30) 

86.07 
(8.91e-2) 

75.66 
(1.65) 

100.00 
(0) 

KA 73.44 
(2.09e-1) 

100.00 
(0) 

55.83 
(1.30e-30) 

81.43 
(1.58e-1) 

67.32 
(3.04) 

100.00 
(0) 

RI 0.8431 
(2.71e-4) 

1.0000 
(0) 

0.7793 
(0) 

0.8793 
(4.14e-4) 

0.8433 
(1.29e-3) 

1.0000 
(0) 

D8 

OA 96.67 
(5.19e-30) 

66.83 
(5.19e-30) 

97.42 
(1.30e-30) 

85.33 
(2.27) 

97.27 
(2.63e-5) 

98.00 
(5.19e-30) 

KA 95.00 
(1.17e-29) 

50.25 
(5.19e-30) 

96.13 
(1.30e-30) 

78.00 
(1.70e-3) 

95.90 
(5.92e-5) 

97.00 
(0) 

RI 0.9574 
(3.24e-31) 

0.7776 
(0) 

0.9669 
(0) 

0.8880 
(9.35e-3) 

0.9648 
(4.03e-7) 

0.9740 
(1.30e-32) 

 
 
 



2638                                                           Feng et al.: A new clustering algorithm based on the connected region generation 

 
Table 5. Mean and standard deviation (in parentheses) of four statistical validity measures produced 

by the six algorithms for real data sets 
Data Measure Mean and std. dev. of the validity measure 

  K-means DBSCAN RLClu NJW SC-DA CRG-clustering 

IR 

OA 80.50 
(1.88) 

66.00 
(0) 

88.67 
(0) 

88.57 
(9.64e-1) 

89.47 
(7.08e-1) 

92.00 
(0) 

KA 70.75 
(4.24) 

49.00 
(1.30e-30) 

83.00 
(1.30e-30) 

81.60 
(3.38) 

84.20 
(1.59) 

88.00 
(5.19e-30) 

RI 0.8323 
(4.45e-3) 

0.7719 
(0) 

0.8737 
(2.08e-31) 

0.8906 
(2.80e-3) 

0.8941 
(2.45e-3) 

0.9055 
(5.19e-32) 

VE 

OA 43.29 
(2.04e-2) 

26.10 
(1.30e-30) 

45.51 
(3.24e-31) 

40.43 
(3.17e-1) 

42.30 
(1.04e-2) 

45.60 
(3.24e-31) 

KA 24.42 
(4.16e-2) 

0.60 
(3.17e-34) 

19.44 
(3.24e-31) 

20.67 
(8.68e-1) 

19.87 
(3.15e-1) 

27.67 
(0) 

RI 0.6512 
(4.18e-4) 

0.2564 
(0) 

0.6535 
(1.30e-32) 

0.5673 
(1.48e-2) 

0.6186 
(2.47e-4) 

0.6189 
(5.19e-32) 

SO 

OA 77.23 
(2.23) 

82.98 
(1.17e-29) 

57.45 
(1.30e-30) 

88.72 
(2.48) 

82.34 
(1.19) 

97.87 
(1.30e-30) 

KA 67.64 
(4.45) 

75.96 
(0) 

46.86 
(3.24e-31) 

83.12 
(6.00) 

74.61 
(2.68) 

97.11 
(1.30e-30) 

RI 0.8805 
(5.38e-3) 

0.8594 
(5.19e-32) 

0.9121 
(1.30e-32) 

0.9340 
(1.34e-2) 

0.8772 
(3.40e-3) 

0.9760 
(0) 

SE 

OA 88.74 
(5.43e-4) 

34.76 
(1.30e-30) 

90.00 
(0) 

89.52 
(1.30e-30) 

89.52 
(1.30e-30) 

91.43 
(1.30e-30) 

KA 83.11 
(1.22e-3) 

2.14 
(5.07e-33) 

85.00 
(1.30e-30) 

84.29 
(0) 

84.29 
(0) 

87.14 
(5.19e-30) 

RI 0.8660 
(6.24e-6) 

0.3430 
(3.24e-33) 

0.8817 
(1.30e-32) 

0.8741 
(0) 

0.8741 
(0) 

0.8944 
(1.30e-32) 

CH 

OA 54.72 
(1.74e-1) 

51.60 
(0) 

51.88 
(0) 

52.13 
(8.45e-5) 

53.19 
(1.30e-30) 

59.72 
(5.19e-30) 

KA 8.82 
(6.04e-1) 

0.07 
(4.95e-36) 

0.30 
(0) 

4.41 
(3.71e-4) 

3.12 
(3.17e-32) 

18.32 
(3.24e-31) 

RI 0.5075 
(8.26e-5) 

0.5003 
(5.19e-32) 

0.5005 
(1.30e-32) 

0.5007 
(6.31e-9) 

0.5018 
(0) 

0.5187 
(0) 

LI 

OA 55.12 
(7.37e-3) 

57.68 
(5.19e-30) 

56.81 
(1.30e-30) 

57.10 
(5.19e-30) 

58.10 
(1.10e-3) 

58.84 
(1.30e-30) 

KA -0.44 
(1.43e-2) 

-0.58 
(0) 

-2.01 
(0) 

-1.73 
(0) 

3.02 
(4.78e-3) 

2.60 
(1.27e-33) 

RI 0.5039 
(3.03e-6) 

0.5104 
(1.30e-32) 

0.5078 
(0) 

0.5087 
(1.30e-32) 

0.5117 
(1.03e-6) 

0.5142 
(5.19e-32) 

PI 

OA 66.80 
(0) 

65.23 
(0) 

65.23 
(0) 

64.71 
(1.30e-30) 

65.35 
(1.61e-5) 

71.22 
(1.30e-30) 

KA 25.94 
(2.27e-5) 

0.49 
(7.92e-35) 

0.49 
(7.92e-35) 

2.72 
(0) 

5.19 
(1.99e-4) 

38.22 
(1.30e-30) 

RI 0.5559 
(0) 

0.5458 
(5.19e-32) 

0.5458 
(5.19e-32) 

0.5427 
(1.30e-32) 

0.5465 
(6.03e-8) 

0.5896 
(1.30e-32) 

5.3 Effect of the number of the nearest neighbors 
As we known, the CRG-clustering algorihtm need two parameters, the number of the 
clusters K  and the number of the nearest neighbors k . Here, the number of the clusters K  
should be specified in advance. Therefore, we only discuss the influence of k  (the number 
of the nearest neighbors). 
In order to analyze the sensitivity of the parameter k , we need to find the range of the 
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parameter k . Here, the range of the number of nearest neighbors k  needs to meet two 
constrains. The first one is that k  should range from 1 to 1n −  where n  is the number of 
the data points. Second, the CRG-clustering algorithm need divide the seed point and its k  
neighbors into the same cluster, so k  should be small. So we choose [1, ]n  as the range of 
k . In order to see the effect of the number of nearest neighbors, we conduct a series of 
experiments, in which we vary the value of k . The OA results with different k for the data 
sets are given in Fig. 12. 
From the result of the Fig. 12, we can see that the performance of CRG-clustering is 
insensitive to the choice of k . OA of the clustering result first increase to the maxium 
value and holds the maxium value for some k . Thus, we set [3,9]k∈ in our experiments. 
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Fig. 12. The trend graph of the measure value with different nunber of k . 

6. Conclusion 
In this paper, a clustering algorithm based on connected region generation algorithm has 
been developed for unsupervised classification. The algorithm generates the K  connected 
regions from the seed points by using a CRG algorithm. Then, the region expansion 
strategy and the consensus criterion are used to expand the connected regions to ensure that 
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all the points are included in a connected region. The CRG-clustering algorithm classifies 
the points based on the connectivity between point and its neighbors, therefore it can be 
used to discover clusters of arbitrary shape. Experimental results both on the synthetic 
datasets and the real world datasets show that the proposed algorithm is effective and 
insensitive to the noise. 
Although the results presented here are extremely encouraging, there is an issue that 
deserves in-depth study in the future. The desired number of clusters should be specified in 
advance. A mechanism that can estimate the number of clusters should be investigated. 
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