
Introduction

Rice (Oryza sativa L.) is one of the most important 

cereal crops in the world which is mostly grown in the 

climatic zone. Rice is the staple food source for more than 

two-third of the world’s population (Sasaki and Burr, 

2000), especially in Southeast Asia (Nwugo and Huerta, 

2011; Wang et al., 2011). The crop is planted about 

one-third of the world area mostly in Asia and provides 

35-60% of the total calories intakes by the people. Rice 

has relatively lower protein content compared to other 

cereals but has higher protein quality due to its higher 

ratio of glutelin/prolamin (Kaul and Raghaviah, 1975). 

As a source of protein, rice is assumed to be less 

important than some other grains but, it is significant for 

the people whose daily food consumption is dominated 

by rice especially in South and Southeast Asia where 

people depend on rice as their main source of protein. 

Rice contributing approximately 29.1% of the dietary 

protein for human consumption in developing countries 

as an important source of protein for half the world 
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population (Sautter et al., 2006). In other point of view, 

grain quality is very important as it paid a premium price 

for high-quality grain. Therefore, it is very important to 

monitor the protein quality in the rice field. 

Remote sensing is becoming increasingly important 

and gaining attention in agriculture that offers a more 

realistic alternative to the laboratory-based N analysis. 

As laboratory method is time-consuming and costly, 

remote sensing could provide spatial and temporal 

measurements of surface properties and was recognized 

as a reliable method for the estimation of various 

variables related to physiology and biochemistry 

(Hinzman et al., 1986; Diker and Bausch, 2003). Remote 

sensing offers to measure N status at site-specific, 

non-destructive, large-scale, and economical way and 

could be used to monitor N status as leaf chlorophyll 

concentration is mainly determined by N availability 

(Filella et al., 1995). Rice paddy field monitoring using 

visible and NIR camera mounted with radio-control 

helicopter has proposed to develop the method the rice 

quality evaluation through nitrogen content in rice leaves 

(Arai et al., 2014). Several studies have claimed to have 

found the effect of N availability on canopy spectral 

reflectance. Some particular bands or combined indices 

were established to detect N status of plants (Thomas and 

Oerther, 1972; Kleman and Fagerlund, 1987; Filella et al., 

1995; Blackmer et al., 1996; Sembiring et al., 1998). 

Chlorophyll related pigments and leaf cell structure are 

predominantly influenced the plant canopy spectral 

reflectance in the visible (400-700 nm) and NIR (600-900 

nm) wavelengths (Bonham-Carter, 1987; Vogelmann, 

1993; Gitelson and Merzlyak, 1997). The most commonly 

employed vegetation index is normalized difference 

vegetation index (NDVI), which is sensitive to vegetation 

growth status, productivity, and other biophysical and 

biochemistry characteristics (Boken et al., 2002). Since, 

grain protein content is correlated with chlorophyll 

concentration and N concentration, it might be possible 

to use some vegetation indices and reflectance data to 

predict the protein content in rice. However, only a few 

studies have been conducted to predict rice grain protein 

prior to harvest (Ryu et al., 2011). Hence, this research 

aims to build the protein content (PC) prediction model 

using the unmanned air vehicle remote sensing reflectance 

data.

In the field of agriculture, geographic information 

systems (GIS) finds its way to be used in a magnificent 

way and thus the use of GIS is being accelerated in pace 

over time. Global Positioning System (GPS) offers the 

possibility to attribute the spatial coordinates of the field 

data. Correspondingly, it is promising to determine and 

record the accurate position continuously. Considering 

this, with the availability of more details in the field of 

agriculture, it provides a larger database for users. GIS is 

essential in order to storage and handling of data (Lee, 

1997). The information from remote sensing imagery 

into GIS database and maps of land cover or land use 

could be achieved simultaneously in addition to saving 

time and money (Mandal and Gghosh, 2000). The key 

management factors (timing and period of midseason 

drainage, the timing of fertilizer application and harvest) 

can be monitored by GIS intervention that may cause the 

variation of protein content over the large fields (Ryu et 

al., 2011).

Artificial neural networks (ANNs) have the ability to 

deal complicated spectral information with target 

attributes and complex nonlinear relationships which 

exist between spectral signatures and various crop 

conditions without any constraints for sample distribution 

(Gorr et al., 1994; Kimes et al., 1998). In addition, partial 

least squares regression (PLSR) is also an important 

statistical method that bears some relation to principal 

components analysis (PCA), instead of finding hyperplanes 

of maximum variance between the response and 

independent variables. It can use fewer new variables 

than the original ones to figure out the difficult analysis 

such as the superposition of a spectral band and find a 

linear regression model by projecting the predicted 

variables and the observable variables to a new space 

(Rännar et al., 1994; Tenenhaus et al., 2005).

Few studies implemented the regression model 

between reflectance and plant nitrogen by using MLR, 

ANNs, and PLSR (He et al., 2006; Yi et al., 2007). However, 

the predictive ability of the three modeling methods 

using fresh canopy-level spectral reflectance was not well 

compared. ANN model provided better accuracy in the 

retrieval of rice neck blasts compared with the results 

from the MLR model (Zhang et al., 2012).

The research was proposed to evaluate rice quality 

through protein content in rice crop with observation of 

VIs and reflectance data which were acquired with RGB, 

RE, and NIR camera mounted on low altitude unmanned 

air vehicle (UAV).
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Materials and Methods

Test field

The study site was located at Pyeongteak of Gyeonggi 

province in South Korea (latitude: 37º 1' 34.4" N, longitude: 

126º 49' 45.2" E, UTM Zone 52S, Elevation 27 m). A total 

area of around 240 ha comprised 54 fields ranged 

between 0.3 and 0.5 ha each was covered under the study.

Sampling and protein content measurement

Koshikari was the variety transplanted in all fields and 

usual farmland management was adopted. Sampling was 

done synchronously at the time of image acquisition at 

the geo-referenced points on September 11, 2016, and 

GPS locations were recorded one week before harvesting. 

In order to collect the rice sample, ten hills from each field 

were harvested manually from the center of the field and 

dried until the moisture content of the sample reached at 

15%. Hereafter, the dried paddy sample was milled to 

produce brown rice. Each brown rice sample was milled 

to 92% milling yield by a polishing machine (VP-32T, 

Yamamoto Co. Ltd., Yamagata, Japan). The protein content 

(PC) of milled rice was then measured by near-infrared 

spectroscopy (Infratech TM 1241 Grain Analyzer, FOSS, 

Höganäs, Sweden).

Image acquisition

Three imaging sensors in RGB, NIR, and RE camera 

(PowerShot S110, CMOS, Canon, Tokyo, Japan) were 

mounted with fixed-wing unmanned air vehicle (UAV) 

(eBee, Sensefly, Switzerland) to acquire the images (Fig. 1). 

The specification of the imaging sensors employed for 

detecting spectral reflectance of the electromagnetic 

spectrum from the canopy or plant tissue is shown in 

Table 1. 

The UAV was operated by an Autopilot associated with 

autonomous flight (eMotion 2, Sensefly, Switzerland) 

based on differential GPS (DGPS), and flew at a height 

around 150 m. The ground resolution was around 4 cm 

during flight. The flight plan software (Emotion, Sensefly, 

Switzerland) on the ground that controls the flight path to 

acquire the images from the experimental field as shown 

in Figure 2. In addition, UAV was connected through a 

radio link where position, altitude, and status data were 

transmitted at 2.4 GHz frequency within 3 km range. The 

images were acquired at midday to reduce the influence 

Figure 1. Image of drone and camera used for image acquisition

Table 1. Specifications of the cameras used for image acquisition 

Camera Band Wavelength, nm Camera resolution

NIR

Green 550

4896×3672Red 625

NIR 850

RE

Blue 450

4896×3672Green 500

Red edge 715

RGB

Blue 450

4048×3048Green 520

Red 660
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of incident light angle and dew on the leaf surface 

(Onoyama et.al., 2013). 

Image processing

All images acquired from each flight were combined 

with Gyro and GPS information using flight plan software, 

then these images were mosaicked by UAV mapping 

software (Pix4D mapper pro, Pix4D, Switzerland) considering 

each band and finally tagged image file format (TIFF) of 8 

bit/pixel was produced. The sampling points in the 

georeferenced images were identified by UAV mapping 

software using GCPs (ground control points) through the 

quadratic equation shown in Figure 3. After that region of 

interest at sampling points is fixed and the reflectance 

data at each sampling point is calculated by the image 

processing software (ENVI 4.7, Exeils Visual Information 

Solution Inc., USA). Reflectance panel was set in the 

middle of the field to compensate the illumination and 

atmospheric effect and the reflectance spectrum of the 

canopy at sampling points was calculated from the mean 

spectral value of the canopy (Refcanopy) dividing by the 

mean spectral value of the reference board (Refboard) to 

minimize solar-induced disturbances (Ryu et al., 2014) 

as shown in equation (1)

 



                                                                 (1)

Data analysis

Simple linear regression (SLR) and polynomial 

regression (PR) model were employed to investigate the 

best vegetation indices to predict the protein content in 

rice grain by the statistical software Origin 9.0 (OriginLab 

Corporation, Northampton, Massachusetts). The main 

purpose of principal component analysis is to build the 

linear combinations of the original variables that represent 

the most original variations of the data set being investigated. 

The protein content prediction models were built by 

artificial neural networks (ANN) and partial least square 

(PLS) regression using the spectral reflectance data. 

ANN analysis was done by MATLAB (R2015a, The 

Mathworks, Inc., Natick, MA, USA) to develop a model in 

order to predict protein content in rice before harvest. 

Usually, ANN states to the interconnected nodes or units 

known as neurons produce the basic building block to 

develop a network which works in the same manner as 

human central nervous system does. ANN is greatly 

applicable on very complex relations and situations 

particularly in the case of remaining strong non-linearity 

between different variables and the parameters. A two- 

layer feed forward neural network was established that 

trained with Levenberg-Marquardart (LM algorithm). In 

this study, “trainlim” train function was used as it is the 

fastest training function for back-propagation algorithm. 

Hence, ANN training was accomplished by adjusting the 

weight and bias values between the elements in accordance 

with Levenberg-Marquardt optimization. The performance 

of ANN models was assessed by root mean square error 

(RMSE) and coefficient of determination (R2). RMSE and 

MARE for calibration, validation, and overall performance 

were measured to determine the accuracy and R2 and 

NSE were calculated for ANN model to quantify the 

performance of the model. 

Partial least square regression analysis was done by R 

project (version 3.2.3, R Foundation for Statistical 

Computing, Austria) to assess the predictive power of the 

relationship between protein content and the spectral 

reflectance of the Green, Red, and NIR bands. In principle, 

Figure 2. Flight plan over the study area Figure 3. Mosaicked image and sampling point in the experimental field
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PLS is a bilinear modeling approach for relating the 

variations in one or several response variables to the 

variations of several predictors (Esbensen, 2002). 

The PLS regression was basically developed as an 

extension of the more familiar PCA. The most used fields 

of PLS is in chemometrics or spectroscopy being used 

to originate calibration equation to predict chemical 

composition of sample from NIR spectra (Reeves, 2001; 

Downey et al., 2002). 

Model validation is very important if it is considered to 

be used predictively i.e. for prediction of estimation error 

and to avoid over-fitting and under-fitting that often 

results in a lower quality of prediction (Esbensen, 2002). 

In this research, full cross-validation (leave-one-out) 

technique was applied due to the lower number of 

samples. The validation process was carried out in the 

following order: a) one sample is omitted from the 

calibration, b) the model is built from the remaining 

samples, and c) lastly, the omitted measurement was 

used to predict using the model. This process is repeated 

until all samples have been omitted once. 

The RMSE is the square root of the variance of the 

residual indicates the absolute fit of the model to the 

data-how close the actual data points are to the model’s 

predicted values. The performance of the model was 

determined by calculating the RMSE which is a measure 

of the average difference between the measured and 

predicted values. It can be interpreted as the average 

error of prediction, expressed in the same unit as the 

original measured value (CAMO, 2004). The error can be 

calculated by the following equation (2) as follows:

RMSE




∑


                                                             (2)

Where, ym is the measured grain protein content, yp is 

the grain protein predicted by the model, and n is the 

number of measurements in the training sample set 

during calibration or cross-validation.

The model performance was also assessed for calibration 

and validation data based on the model’s correlation 

coefficient (R2) for predicted versus measured compositions, 

and ratio of performance to deviation (RPD). The RPD is 

defined as the ratio of the standard deviation of the 

reference samples STDEV divided by the RMSE which is a 

measure of the robustness of the model.

Results and Discussion

The distribution of data excluding outliers is shown in 

boxplot in Figure 4. There is a small variation in data 

range since same variety and management practice were 

adopted and the range varies between 5.1 and 6.6. Fifty 

percent of the data lies between 5.4 and 5.9 in first and 

third quartile. However, 75% of the data for protein 

content are less than 5.9%, but the upper 25% data shows 

a higher protein content up to 6.6%. This data is skewed. 

One of the reasons of this variation of protein content 

even after the same management is topography of land. 

Few fields were high land resulting early drain out of 

water caused the early leaf senescence, on the other hand, 

some medium to low land fields retained water left the 

fields more green. Moreover, crop in a number of fields 

were lodged caused the variation and difference in not 

only protein content but also the reflectance value in the 

electromagnetic spectrum incurred a complex relation 

among variables.

Relation of NDVI and protein content in 

rice

In order to predict protein content, numerous 

vegetation indices (VIs) for NIR, RE, and RGB images 

were calculated by using different algorithms using 

different visible, near infra-red and red edge wavebands 

of the electromagnetic spectrum. The correlation between 

VIs and PC were assessed. The VIs calculated from RGB 

and RE images showed no correlation with PC while the 

NDVI derived from NIR image showed a correlation that 

Figure 4. Protein content distribution in the experimental fields
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was better than any other indices (R2=0.210, RMSE= 

0.327%) with final grain protein content followed by RVI 

(R2=0.194, RMSE=0.329%) and GNDVI (R2=0.133, 

RMSE=0.342%) considering all 54 samples.

As the shadow effect in the images was found therefore, 

the total images were divided into two groups as 

cloud-free and cloud-shadowed specified by (Ryu et al., 

2011). All samples were grouped into cloud-free and 

cloud-shadowed according to the color value (screen) 

and pixel data value. The color value for cloud-free 

samples was set as NIR>180, Red>150, and Green>150. 

The samples with NIR<180, Red<150, and Green<150 

were considered as cloud-shadowed and these two terms 

were used in the rest of the paper. Table 2 shows the 

results of the linear and polynomial regression models of 

rice protein content using NDVI. The NDVI is derived by 

the equation as NDVI = (NIR-Red)/(NIR+Red). All the 

F-value of the linear regression models were greater than 

F-critical value, revealed that all of the prediction models 

for PC passed the significance level test of 0.01. The 

results of SLR estimation model showed that the R2 and 

the RMSE values were 0.553 and 0.210% respectively for 

the cloud-free samples. Also, for the cloud-shadowed 

samples, the established model yielded the R2 and RMSE 

as 0.479 and 0.225% respectively after discarding five 

samples as outliers. Thus, the rice protein content can be 

predicted by the vegetation index NDVI as there is a 

significant correlation between NDVI and protein content.

According to the relationship between NDVI and PC, 

the statistical PR models were developed with a view to 

improve the model performance if there is any data 

fluctuation. From the PR models, it was observed that the 

R2 and RMSE values were 0.627 and 0.199 for the 

cloud-free sample implied a better accuracy than SLR 

model while the model for cloud-shadowed samples 

showed R2 value as 0.482 with similar RMSE which is 

identical to SLR model (Table 2). Moreover, the F-test 

value of the PC evaluation models was greater than the 

F-critical value (Table 2) indicated that the models passed 

a 0.01 significant level test. It revealed that there is a 

significant relationship between NDVI and PC and both 

the models are capable of predicting PC before harvest.

Principle component analysis and partial 

least square regression 

Dimension reduction is one of the major task for 

multivariate regression analysis. PCA is applied without 

the consideration of the correlation between the dependent 

and independent variables termed as an unsupervised 

dimension reduction method while PLS is applied based 

on the correlation. PCA search for a few linear combinations 

of the variables that can be used to summarize the data 

without losing too much information in the whole 

process. The principle components are obtained by 

eigenvalue decomposition of the covariance or correlation 

matrix of the predictive variable under consideration. 

Eigenvalues are a special set of scalars associated with a 

linear system of equations (matrix equation) that are 

sometimes also termed as characteristic roots, characteristic 

values (Hoffman and Kunze, 1971), proper values, or 

latent roots (Marcus and Minc, 1988). The higher the 

eigenvalue refers to higher the variability present in the 

respective component. In PCA, the eigenvalues calculated 

from scree plot is shown in Table 3. The results show that 

Table 2. Results of linear and polynomial regression models for cloud-free and cloud-shadowed samples

Model Sample R2 F-value F-critical RMSE (%)
Equation 

(PC=slope×NDVI+intercept)

Linear
Cloud-free (n=14) 0.553 14.878 9.33 0.210 y=6.742x+2.472

Cloud-shadowed (n=35) 0.480 30.450 7.47 0.225 y=3.938x+3.748

Polynomial
Cloud-free (n=14) 0.633 9.498 7.21 0.199 y=63.921x2-52.512x+16.131

Cloud-shadowed (n=35) 0.482 14.857 5.34 0.228 y=-4.298x2+8.016x+2.794

Table 3. Variability explained in the principle components

Parameter F1 F2 F3

Eigenvalue 2.69 0.30 0.01

Variability (%) 89.58 9.97 0.45

Cumulative (%) 89.58 99.55 100.0
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the resultant eigenvalues for three components were 2.9, 

0.30 and 0.01 respectively. Hence, the relative contribution 

of the first eigenvalue is 89.58% which indicate that 

about 90% of the variability of the data set is explained in 

the first principal component and more than 99% of the 

variability in the data is explained in the first two 

components (Table 4).

The variables i.e. Green, Red and NIR contributed 

equally to the first factors, Green and NIR to the second 

while Green and Red contributed higher to the third factor. 

There was a very minimal contribution of the Red and 

NIR to the second and third factor respectively (Table 4). 

It was observed from the PCA that the Green and the 

Red band were highly correlated, also the NIR and the 

Red band were significantly correlated while the Green 

and the NIR showed little lower correlation. Protein 

content is negatively and marginally correlated with the 

Green and the Red band and little but positively 

correlated with the NIR band (Table 5).

Three different PLS models were developed considering 

cloud-free, cloud-shadowed and all samples as shown in 

Table 6. The performance of the models was assessed by 

the model’s R2 for measured versus predicted compositions, 

RMSE, and RPD. This was done for both calibration and 

validation using the corresponding data sets. Goodness of 

prediction is evaluated following the classification by 

(Chang et al., 2001). According to the classification, R2 

greater than 0.80 and RPD values greater than 2.0 as 

indicators for excellent prediction models. R2 between 

0.50 and 0.80 and RPD values between 2.0 and 1.4, were 

considered as models of medium quality which are useful 

for quantitative predictions in most applications. Models 

with R2 lower than 0.50 and RPD lower than 1.4 are to be 

ranked not useable. In this study, calibrated prediction 

models show R2 between 0.66 and 0.336, RMSE between 

0.169% and 0.287, and RPD between 1.789 and 1.268. 

Even the R2 values of cloud-free and shadowed sample 

are reasonable, lower RPD values indicate reduced 

predictability. Validation results based on leave-one-out 

(LOO) approach confirm this with very low R2 (0.232 to 

0.395) higher RMSE (0.236 to 0.316), and poor RPD 

(1.115 to1.306). From the results of the PLS regression, it 

is evident that the protein content prediction models for 

calibration are of medium quality while validation 

reveals drawbacks in prediction accuracy. The lower 

number of sample might be the reason of lower value of 

R2 in validation model for cloud-free sample. Hence, the 

models are not to be perfect to predict the protein content 

more precisely with the lower validation accuracy. 

Table 4. Contribution of variables to the factors

Variable F1 F2 F3

Green 34.25 24.72 41.03

Red 36.15 6.96 56.89

NIR 29.59 68.31 2.09

Table 5. Correlation matrix (Pearson (n))

Variable Green Red NIR PC

Green 1 0.98 0.73 -0.10

Red 0.98 1 0.81 -0.13

NIR 0.73 0.81 1 0.15

PC -0.10 -0.13 0.15 1

Table 6. Results of PLSR estimation models for calibration and validation

Model
Calibration Validation

R2 RMSE (%) RPD R2 RMSE (%) RPD

PLSR

Cloud-free (n=14) 0.663 0.169 1.789 0.262 0.247 1.224

Cloud-shadowed) (n=35) 0.491 0.217 1.421 0.395 0.236 1.306

All samples (n=54) 0.366 0.287 1.268 0.232 0.316 1.151
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Artificial neural network prediction model

A two-layer feed-forward neural network with 

sigmoid activation function in the hidden layers and 

linear activation function in the output layer was used to 

fit the multi-dimensional problem using MATLAB 

R2015a. The network consists of one input layer, one 

hidden layer and one output layer. In this study, the 

spectral reflectance Green, Red, and NIR was used as 

input variables while protein content values as target 

variable. The number of neurons in the hidden layer was 

optimized by using the training, validation, and testing 

data sets. The network was trained with Levenberg- 

Marquardt backpropagation algorithm. The dataset was 

divided randomly into 70% training, 15% validation, and 

15% for testing. The numbers of neurons in the hidden 

layers were determined when the minimum values of 

bias were found. Hence, bias was used as an additional 

parameter to adjust the output along with the weighted 

sum of the inputs to the neuron. After long trials using 

different hidden neurons, the ANN model with a 3-14-1 

architecture was developed. The mean square error 

(MSE) calculated owing to define the best performance of 

the model shown in equation 3. 






  




                                 (3)

The simulated performance of training, validation, and 

testing is shown in Table 7.

It was found that the maximum outcome produced in 

the case of 14 hidden neuron which was selected for the 

proposed model showed a significant performance as the 

final mean square error significantly lower than the 

acceptable range. The best validation performance 

obtained with the MSE of 0.060.

Regression value is very important to determine the 

strength of the actual and predicted value generated by 

ANN simulation during training the network. Correlation 

coefficient (R) measures the correlation between actual 

and predicted value that lies between 1 and 0. The R value 

1 indicates an exact linear relation between the actual 

and predicted value while 0 indicates no linear or random 

relationship. From Table 7, it is seen that the R values for 

calibration, validation, testing, and all data sets are 0.918, 

0.796, 0.712, and 0.860 respectively. This result revealed 

that the predicted protein content values are close to the 

actual values for all data sets and the overall accuracy of 

the model is significantly high. 

The overall error and prediction accuracy of the ANN 

model for predicting protein content in rice is presented 

in Table 8. The results show that, MARE calculated from 

the simulated and actual value is very accurate as per 

prediction accuracy evaluation specified by (Lewis, 

1982). It is also revealed that 74% of the variance can be 

explained by the proposed ANN model (R2=0.740). Nash- 

Sutcliffe model efficiency coefficient (NSE=0.733) is 

found to be very close to the coefficient of determination 

R2 which is calculated to quantify how well the model 

simulation can predict the target variable.

Residual is the difference between observed and 

predicted value. Figure 5 shows the cumulative distribution 

function calculated from residual which is termed as 

error of fit (actual-predicted protein content) and 

Table 7. Performance of the ANN models with 14 neurons in the hidden layer

Performance of ANN model
14 hidden neuron

MSE R

Training 0.018 0.918

Validation 0.060 0.796

Testing 0.090 0.712

Overall 0.035 0.860

Table 8. Results of ANN estimation models for calibration, validation, and overall performance

Model
Calibration Validation Overall performance

Sample R RMSE (%) R RMSE (%) R2 RMSE (%) MARE (%) NSE

ANN
All samples

(n=54)
0.918 0.134 0.796 0.244 0.740 0.187 2.18 0.733
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probability density function (measured by normal 

distribution function of error, mean, and standard 

deviation of error). The x value is the quantity of residual 

that is being measured. The y is the probability that the 

residual assumes the value x or in other word, the y value 

is the fraction of data set that have a value smaller than 

corresponding x value. Hence, for instance, 70% of the 

data has a residual value of 0.1 or less. Moreover, the 

S-curve indicates a nonlinear pattern of the data set with 

long tails.

Figure 6 represents the graphical representation of 

actual (target) and predicted (simulated) values of 

protein content which is a competent manner to compare 

the data. 

The result shows that there is a high degree of likeness 

between the actual and predicted data that markedly 

indicates a high level of accuracy. Therefore, the 

reliability of the model is proven and hence, it is 

established that ANN has a good prediction ability.

Generally, healthy vegetation absorbs most of the 

visible light that falls on it, and reflects a large portion of 

the near-infrared light, unhealthy or sparse vegetation 

reflects more visible light and less near-infrared light, 

bare soils reflect moderately in both the red and infrared 

portion of the electromagnetic spectrum (Holme et al., 

1987). Out of the four prediction models as SLR, PR, PLSR, 

and ANN, it was found that ANN model performed better 

than other three models. The results of SLR models 

showed that there is a highly significant correlation 

between NDVI and rice protein content with the R2 and 

RMSE of 0.553, 0.479 and 0.210%, 0.225% for cloud-free 

and cloud-shadowed model respectively. This result is 

roughly better than the result reported by (Ryu et al., 

2011) as R2 = 0.401 for cloud-free, R2 = 0.250 for 

cloud-shadow and a general purpose model with R2 = 0.392 

that might be because of different ground resolutions used 

for the two studies. The fitting accuracy of PLSR (Table 6) 

was much lower than other models developed for this 

study. The validation performance of cloud-free model 

showed very poor performance that might be the reason 

of very small sample size. Hence, compared to other 

models established for this study, ANN has the strong 

advantages to fit the nonlinear problem when an 

activation function is used in the hidden layer. ANN 

technique has been used for analyzing the spectral data in 

order to improving crop biochemical parameters (He et 

al., 2006, Yi et al., 2007, 2010, Zhang et al., 2011). Hence, 

the overall fitting precision of ANN model for predicting 

PC was obtained as 0.740 (R2) which was little lower than 

the previous study (Zhang et Al., 2012) that might be 

because of ground-based platform and spectrometer was 

used by the investigator.

Conclusions

Grain protein content of rice can be predicted using the 

spectral reflectance of canopy at grain filling stage prior 

to harvest using UAV remote sensing. There is a 

significant correlation between spectral bands and grain 

protein contents of rice. In this study, Artificial Neural 

Network showed more promising potential for predicting 

protein content and found the coefficient of determination 

R2 as 0.740 and NSE as 0.733 with relatively lower RMSE 

Figure 5. Cumulative distribution function calculated from measured 
and predicted PC

Figure 6. Graphical comparison of the actual and predicted protein 
content in the fields
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0.187% indicates adequately good prediction ability of 

the model with satisfactory accuracy. The MARE 

calculated from the actual and predicted protein content 

is 2.18% indicates adequately accurate prediction with 

the ANN model. The results in PLS regression show that 

the protein content prediction model for calibrations are 

of medium goodness of fit while validation reveals 

drawbacks in prediction accuracy. Thus the PLS models 

are not to be perfect to predict the protein content 

precisely with lower validation accuracy. The NDVI 

calculated from NIR and Red wavebands performed 

better than other indices calculated from visible, red 

edge, and NIR bands in both linear and polynomial 

regression. The absolute measure of fit RMSE calculated 

as 0.210% for cloud-free and 0.225% for cloud-shadowed 

sample in linear regression whereas, the RMSE as 

0.199% for cloud-free and 0.228% for cloud-shadowed 

sample in polynomial regression analysis. The results 

established that there is a highly significant correlation 

between NDVI and grain protein content. The RMSE in 

both models are less than 0.30% indicate acceptable 

predictive models specified by (Veerasamy et al., 2011). 

In summary, it is evident that ANN model is more 

applicable with a higher accuracy for predicting grain 

protein content before harvest followed by PR, LR, and 

PLS models. 
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