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a b s t r a c t

Transient fluid velocity and pressure fields in a pressurized water reactor (PWR) steam generator (SG)
secondary side during the blowdown period of a feedwater line break (FWLB) accident were numerically
simulated employing the saturated water flashing model. This model is based on the assumption that
compressed water in the SG is saturated at the beginning and decompresses into the two-phase region
where saturated vapor forms, creating a mixture of steam bubbles in water by bulk boiling. The nu-
merical calculations were performed for two cases of which the outflow boundary conditions are
different from each other; one is specified as the direct blowdown discharge to the atmosphere and the
other is specified as the blowdown discharge to an extended calculation domain with atmospheric
pressure on its boundary. The present simulation results obtained using the two different outflow
boundary conditions were discussed through a comparison with the predictions using a simple non-
flashing model neglecting the effects of phase change. In addition, the applicability of each of the
non-flashing water discharge and saturated water flashing models for the confirmatory assessments of
new SG designs was examined.
© 2018 Korean Nuclear Society, Published by Elsevier Korea LLC. This is an open access article under the

CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).

1. Introduction

For the structural integrity evaluation of a PWR SG performed in
the process of design or licensing review, it is required to know the
transient hydraulic loading on the SG tubes and other internal
structures during blowdown following any of the two design basis
accidents (DBAs), such as a FWLB and a main steam line break
(MSLB).

Even though many experimental and numerical studies were
performed to simulate the transient thermal-hydraulic responses
of a PWR SG to either FWLBs or MSLBs [1e10], only few studies
addressing multi-dimensional numerical simulations of the
thermal-hydraulic responses to a sudden FWLB are found in the
literature. Recently, Jo et al. [11] performed a numerical simulation
of the transient flow field inside the secondary side of a PWR SG
[12] during blowdown following a FWLB. The non-flashing water

flow through the broken feedwater pipe was assumed to estimate
the transient blowdown loading conservatively.

Some investigators [13,14] reported that the highly pressurized
subcooled liquid would discharge as a meta-stable liquid at a non-
equilibrium state during blowdown of a liquid at a very high
pressure to the atmosphere through very short pipes. In addition, it
was reported in references [15e17] that the currently available
two-phase critical flow models such as the Henry-Fauske model
and the Moody model which have been widely employed in the
reactor system design or safety analysis computer codes signifi-
cantly underestimate the flowrates of subcooled water through
pipes with L=D � 3 when compared to the experimental data. This
is because subcooled water upstream the broken nozzle end may
not be fully decompressed enough to reach the saturation pressure
at the temperature of the subcooled water during the blowdown
process. This implies that such two-phase critical flow situation
would hardly occur during blowdown of a high pressure subcooled
water through a short pipe.

The objective of this study is to re-examine the applicability of
the two-phase critical flow model for the prediction of blowdown
flow following a FWLB as indicated in the previous experimental
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studies [15,16]. Thus a high pressure saturated water flashing flow
through a broken feedwater pipe of a PWR SG [12] was numerically
modelled. For this high pressure saturated water flashing flow
situation, the transient flow field inside the SG secondary side was
calculated employing a commercial CFD code [18]. Two different
outlet boundary models of the saturated water flashing flow were
applied to the calculations and the results predicted by bothmodels
were compared with each other. Finally, the present simulation
results were discussed through a comparison with the predictions
using a simple non-flashing model neglecting the effects of phase
change to examine the applicability to the practical safety confir-
mation calculations.

2. Analysis

2.1. Analysis model

The PWR SG [12] considered in this paper is equipped with two
economizer feedwater nozzles and one downcomer feedwater
nozzle. During the normal SG full power operation, the economizer
feedwater line supplies continuous feedwater flow to makeup 90 %
of the SG's maximum steaming rate while the downcomer feed-
water line accommodates 10 % of the total feedwater flow. It is
assumed that a FWLB occurs during the SG full power operation or
hot standby modes at the weld point of either of the two econo-
mizer feedwater nozzles, which is located nearest to the SG. If a
feedwater line is broken suddenly at thewelded location between a
feedwater nozzle and its connected feedwater pipe, the feedwater
flowing into the SG secondary side through the feedwater pipe will
be interrupted and then the water in the SG secondary side will
flow in the reverse direction to the broken feedwater nozzle end.

The purpose of this study is to develop a methodology and
related techniques to numerically simulate the transient thermal
hydraulic response to a FWLB and to investigate the general effects
of the flashing blowdown flow on the SG secondary side flow
condition. This paper does not address any comprehensive quan-
titative validation of the present analysis model but some qualita-
tive investigation of its physical plausibleness by comparisons with
other predictions.

In this respect, the physical SGmodel was simplified as a vertical
once-through SG to which a feedwater pipe is attached to effec-
tively simulate the saturated water flashing from the SG following
the FWLB accident. The simplified FWLB model as shown in Fig. 1
was designed for the present numerical analysis to avoid extreme
computational time and cost.

The analysis model considered in this paper is not a represen-
tative model but a sample one that maintains an actual value of the
porosity inside a nuclear SG design to consider the flow resistances
by the tubes and internal structures.

The SG vessel of the simplifiedmodel consists of 8.0m and 4.0m
long stacked cylindrical spaces of 4.0 m diameter. Although the
diameter of the upper steam space is larger than that of the lower
part, this difference in diameter is disregarded in the present
analysis because such difference would not affect the transient
hydraulic response of the SG lower part to the FWLB significantly.

The existence of SG tube bundle was considered in the present
analysis to simulate the transient decompression wave travelling
through the tube-to tube gap space, which enabled calculations of
the transient velocity or pressure distributions around the tubes.
The SG tube bundle is modelled simply as 25 straight circular tubes
of 0.6 m diameter of which the lower part is wetted by saturated
water while the upper part is exposed to saturated steam. The tube
bundle is located in the lower cylindrical space. The lower space of
the SG secondary side has a porosity of 0.56which is almost close to
the value in an actual SG design. A horizontal pipe of 0.3m diameter

simulates the FW line with a break location 0.5 m from its attach-
ment at the bottom of the model SG.

The reasons why the simplified tubes are included in the anal-
ysis model are to show how to predict the fluctuating (oscillating)
velocities and pressures in the SG secondary side of the space be-
tween the tubes and the hydrodynamic loads on the tube surfaces.
The works for evaluating the uncertainties introduced in our
modeling approach and results as a consequence of the simplifi-
cation are beyond the scope of this study. Some more realistic
analysis models with the whole or any part of thousands U-bend
tubes can be simulated by expending the computation cost and
time much more.

2.2. Governing equations

The numerical model for calculating the transient three-
dimensional turbulent flow in the PWR SG secondary side and
flashing flow through a broken feedwater nozzle (or pipe) end
following the FWLB was mathematically formulated. For the
calculation of the two-phase flow during saturated water flashing
from the SG at high pressure through the broken feedwater pipe,
the inhomogeneous two-fluid model was used. Thus, the present
problem was mathematically formulated with the governing
equations consisting of two different sets of the mass, momentum
and energy conservation equations for each of the two different
inhomogeneous fluids (i.e. saturated water and steam). The tur-
bulent viscosities were estimated by applying the k� u based shear
stress transport (SST) turbulence model [19]. The properties of the
saturated water or steam were retrieved from the database in the
CFD code.

For simplicity, the governing equations were expressed as a
single set of the mass, momentum and energy conservation equa-
tions for any one of the two different phase fluids by using the low
case Greek symbols a and b to denote either the saturated water
and steam phases or the saturated steam and water phases
interchangeably.

The governing equations for phase a fluid in a Cartesian coor-
dinate system are given as follows:

2.2.1. Mass conservation equation for phase a

v

vt
ðfaraÞ þ

v

vxj

�
faraVa;j

� ¼ Gab � Gba (1)

where t, xjðj ¼ 1; 2; 3Þ; fa, ra, and Va; jðj ¼ 1; 2; 3Þ represent time,
three-dimensional components of the Cartesian coordinate system,
volume fraction, density, and velocity field of phase a, respectively.

Fig. 1. Simplified FWLB analysis model [12].
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In addition, Gab and Gba are the mass flow rates per unit volume
from phase b to phase a and from phase a to phase b, respectively.

2.2.2. Volume conservation equation

fa þ fb ¼ 1 (2)

where fb is the volume fraction of phase b.
Modeling the Reynolds stress term using the eddy viscosity

hypothesis, the momentum conservation equation for the fluid can
be expressed as follows:

2.2.3. Momentum conservation equation for phase a

v

vt

�
faraVa;i

�þ v

vxj

�
faraVa;iVa;j

�þ fa
vpa
vxi

¼ v

vxj

 
fameff ;a

 
vVa;i

vxj
þ vVa;j

vxi

!
� 2
3
rakadij

!
þ SM;a þMa

(3)

where

meff ;a ¼ mla þ mta (4)

where mla, mta, pa, ka, and dare laminar and turbulent viscosities,
pressure, turbulence kinetic energy of phase a, and Kronecker delta
function, respectively. The terms SM;a andMa in the right hand side
of Eq. (3) respectively represent the momentum source due to
buoyancy force acting on phase a and the sum of interfacial forces
acting on phase a due to the presence of phase b, i.e., drag forces
and momentum transfer associated with inter-phase mass transfer
etc. Mais expressed as

Ma ¼ cðdÞ
ab

�
Vb � Va

�
þ
�
GabVb � GbaVa

�
(5)

The interphase drag coefficient cðdÞ
ab

for particle model is given as

CðdÞ
ab

¼ CDa

8
aabra

��Vb � Va

�� (6)

whereaabis the interphase contact area given as

aab ¼ 6fb
db

(7)

where phase bis assumed to be present as dispersed spherical
particles with a mean diameter of dbwhen phase a is assumed to be
a continuous phase.

2.2.4. The drag coefficientCDais given as

CDa
¼ D

1
2ra

�
Va � Vb

�2
a

(8)

whererais the fluid density, the term ðVa � VbÞ is the relative speed,
Dis the magnitude of the drag force and a is the projected area of
the body in the direction of flow.

Because two phases share the same pressure field, the pressure
constraint for both phases is given as

p ¼ pa ¼ pb (9)

Modeling the Reynolds flux term by using the eddy diffusivity
hypothesis, the energy conservation equation for the fluid with a
constant density can be expressed as follows:

2.2.5. Energy conservation equation for phase a

v

vt

�
farahtot;a

�þ v

vxj

 
fa

 
raVa;jhtot;a � Aeff ;a

vhstatic;a
vxj

!!

¼ fa
vpa
vt

þ
�
Gabhtot;bs � Gbahtot;as

�
þ Qab

(10)

where

htot; ¼ hstatic; þ 1
2
Vi;aVi;a (11)

Aeff ;a ¼ Aa þ
mt;a
Sct;a

(12)

Aa ¼ la
cp;a

(13)

Sct; a ¼ mt;a
At;a

(14)

where hstatic;a, pa, Aa, At;a, Sct;a , la and cp;a respectively represent
static enthalpy, static pressure, diffusivity, turbulent diffusivity,
Schmidt number (¼ mt;a=At;a), thermal conductivity and specific
heat capacity of the phase a fluid component. Qab in Eq. (10) in-
dicates interphase heat transfer to phase a across the interface with
phase b.

2.2.6. Turbulence model
To solve the above conservation equations, the turbulent vis-

cosity mt;a is calculated using the turbulence kinetic energy and its
frequency (k� u) based shear stress transport (SST) model [19].

It is well known that the k� u based SST model developed
by Menter, F. R [19]. simulates adverse pressure gradients and
separating flow and also produces awide range of turbulence levels
in regions with large normal strain, including stagnation regions
and regions with strong acceleration. Therefore the k� u based SST
model was used to estimate the turbulent viscosity mt;a in this
study.

It is known that this turbulence model, in combination with an
optimal automatic wall treatment, provides highly accurate results
for turbulent flow cases with a wide range of Reynolds number
including sublayer flow [18].

This k� u based SST model defines the turbulent viscosity mt
having the following relationship with k and u :

mt ¼ a0rk
maxða0u; SF1Þ

(15)

where

jSj2 ¼ SijSij (16)

J.C. Jo et al. / Nuclear Engineering and Technology 50 (2018) 1173e1183 1175



Sij ¼
1
2

 
vUi

vxj
þ vUj

vxi

!
(17)

F1 ¼ tanh
�
ðarg1Þ2

�
(18)

arg1 ¼ max

 
2
ffiffiffi
k

p

b
0
uy

;
500n
uy2

!
(19)

where n and y represent the kinematic viscosity (¼m=r) and the
distance to the nearest wall boundary, respectively.

This SST model was derived by blending the k� u turbulent
model the k� ε turbulent model which are well known to predicts
the viscous wall boundary layer and its outer turbulent region of
pipe flow field, respectively. In this blending process, the constant

a0 was fitted to 0.31 and the constant b
0
of 0.09was derived. The k�

u based SST model including both constants has been used widely
without any further validation.

Thus, the system of the governing equations is closed with two
additional transport equations for k and u that yield the turbulent
viscosity mt.

2.2.7. Thermal phase change model
The positive mass flowrates per unit volume between both

phases a and b expressed as Gab and Gba, which are involved in the
mass, momentum and energy conservation equations, are calcu-
lated using the following thermal (bulk) phase change model.

For the transfer processes across a phase interphase, the volu-
metric mass flowrate Gab is expressed in terms of mass flux _mab and
interphase area aab as

Gab ¼ _mabaab (20)

The mass flux from phase a into phase b, _mab is given as

_mab ¼ qas þ qbs
hbs � has

(21)

where qas and qbs are the sensible heat flux to phase a from the
interface and that to phase b, respectively. has and hbs represent
interfacial values of enthalpy carried into and out of the phases due
to phase change, respectively.

The governing equations for phase b are given in the same
manner as above by interchanging the subscript symbols a and b.
The whole set of the conservation equations for the two different
phases a and b are solved by closing with a relation among pres-
sure, molecular volume and temperature of the fluids.

In addition, the fluid properties for thermodynamics are needed
to solve the energy equation when the working fluid region is
compressible. In the present simulation, the properties of the
working fluid are retrieved directly from the database in a tabular
form built in the CFX code [18].

2.3. Boundary and initial conditions

The upper and lower spaces of the SG were assumed to be
initially occupied with saturated steam and water at a constant
pressure of 7.5MPa : The FWLB was assumed to occur at the weld
point between the SG feedwater inlet nozzle and the feedwater
supplying pipe in a very short time. This was modeled by defining a
linear pressure decrease from the initial state to the atmospheric
pressure in 1.0 ms at the broken end of the feedwater inlet nozzle.

The main steam isolation valves of the SG were assumed to be
closed instantly following the FWLB. The no-slip and adiabatic
boundary conditions were specified to the solid wall inner-surfaces
of which the outer-surfaces are insulated to prevent heat loss. The
volumes of saturated steam and water were set to initially occupy
the upper and lower spaces, respectively. The initial water level
zw0 ¼ 8:0m and the initial velocity V0 ¼ 0:0m=s were given. Such
no-flow condition was assumed to be likely at the switchover
moment when all the flows in the calculation domain including the
SG secondary side and the attached feedwater inlet nozzle simul-
taneously become to reverse from feeding into the SG to dis-
charging from the SG due to a sudden break of the feed pipe.

One of the two different outlet boundary models of the flashing
flow through the broken nozzle (Model 1) was modeled by limiting
the numerical simulation domain to the broken nozzle end cross-
section at which the atmospheric pressure was specified after the
pipe break, as shown in Fig. 2(a).

The other (Model 2) was modeled, as shown in Fig. 2(b), by
extending the simulation domain to a cylindrical-shaped ambient
space surrounding the broken nozzle end. The cylindrical ambient
space was initially maintained at the atmospheric pressure. The
boundaries of the cylindrical simulation domain are comprised of
the solid concentric bottom surface boundary surrounding the
cross-sectional flow area of the broken nozzle end and the
permeable side wall surface and circular top surface boundaries at
which the constant atmospheric pressure of 0.1MPa is maintained
throughout the blowdown period.

2.4. Numerical analysis

A mesh (grid structure and size) sensitivity study to determine
an optimum discretization of the solution domain needs to be
performed for assuring accuracy of the numerical calculation re-
sults. The numerical computation for the present problem required
very long timewith a high performance computing system as in the
previous numerical calculations of unsteady phase change flows in
complex systems [7,10]. For information, it took over 20 CPU days to
perform the parallel computation of the transient flashing flow for
the simulation time period of 1.0 s using 48 cores. As such, the
calculations of the present model are costly.

As mentioned previously, the purpose of this study is to develop
a methodology and related techniques to numerically simulate the
SG secondary flow field following a FWLB and the aim for pub-
lishing this paper is to share the authors' idea and experience in
numerical modelling of the subcooled liquid non-flashing, satu-
rated liquid flashing and subcooled liquid non-flashing flows in an
efficient way. In this regard, this paper did not address any
comprehensive quantitative validation of the present analysis
model but some qualitative investigation of its physical plausible-
ness by comparisons with other predictions.

For these reasons, the calculation domain for the present work
was discretized as fine as reasonably practicable based on the au-
thors' experience in the previous works although the mesh sensi-
tivity study was not performed.

As shown in Fig. 2, the whole calculation domain of the two
outlet boundary models including the SG, the inlet nozzle of the
feedwater pipe, and the outer ambient space of the broken nozzle
end (only for Model 2) was discretized into fine meshes of 1,440 K
and 1,800 K sweep or tetra elements, respectively. The tetra ele-
ments were used for discretization of the junction area between the
SG cylinder and the feedwater inlet nozzle.

Based on the result of the sensitivity study of acceptable time
step sizing for the present transient numerical calculations, time
steps ranging from 0.001ms to 0.01ms were applied. The Courant
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numbers (defined as the product of the fluid flow or pressure wave
velocity and the time step size divided by the mesh size in the one-
dimensional flow case) in the broken feedwater nozzle flow
domain were estimated to have small values of less than 1.0, based
on the maximum fluid velocity of about 80 m=s and the upper
limiting pressure wave velocity of about 1,500m=s, the maximum
time step size of about 0.01ms, and the minimum mesh size of
0.02 m in the main flow direction along the feedwater nozzle.

The present CFD analysis procedure is as follows. A linear set of
discrete conservation equations is obtained by applying the finite
element method-based finite volume method and is assembled
into the solution matrix. The convection terms are dealt with
applying the 2nd order bounded high resolution scheme. The
diffusion terms are treated by applying central differential scheme.
The transient terms are approximated by the 1st order backward
Euler scheme. Potential pressure-velocity decoupling in the dis-
cretized momentum equation is avoided by applying the mo-
mentum interpolation scheme, which was proposed by Rhie and
Chow [20] and later modified by Majumdar [21]. The solution
variation within a control volume is calculated with finite element
shape functions which are linear in terms of parametric co-
ordinates. The derivatives for all the diffusion terms are estimated
by the use of shape functions, following the standard finite element
approach. The pressure gradient term is also estimated using the

shape functions. The coupled hydrodynamic equations for three
components of velocity vector in Cartesian coordinates and pres-
sure as a single system are solved by employing an algebraic multi-
grid method. The unsteady terms are treated fully implicitly at any
specified time step. For the calculation of shell side and feedwater
pipe inside multiphase flow accompanying the phase change, the
inhomogeneous two-fluid model is used.

The analysis model at the steady-state condition was calculated
for 0.01 s to obtain the initial pressure distribution in the model
using the time marching technique. An iterative computation for
each time step was set to terminate when the maximum of the
absolute sum of dimensionless residuals of governing equations
becomes smaller than 0.0001.

The transient velocity and pressure of fluid were monitored at 6
different locations “Point 1~Point 5” and the exit section as shown
in Fig. 3. In the exit section, area averaged values of velocity and
pressure were monitored.

3. Results and discussion

3.1. Typical results of the numerical simulations

The numerical method applied to the present calculations was
validated in the previous work [8], where the numerical analysis
model was applied to simulate the same blowdown situation as in
an experimental study [9] which was conducted for a simplified SG
blowdown model, and the numerical results were shown to be in a
reasonably good agreement with the measurements.

Figs. 4e8 show some typical calculation results of the transient
fluid velocity, pressure and blowdown flowrate responses to the
FWLB for the two different outlet boundary models. Figs. 4 and 5
respectively display the transient steam velocity and pressure
contours around the broken nozzle end at the elapsed times of
0.001 s and 0.1 s after the FWLB for the two boundary models. In
particular, Model 2 enables to simulate the rapidly expanding ve-
locity disturbances generated from the broken nozzle end just
following the pipe break. Fig. 4 shows that the radially expanding
steam speed in the front part of the velocity disturbance wave is
supersonic while the expanding steam near the broken nozzle end
maintains sonic speed.

The transient steam velocity contours of Model 2 at 0.1 s shows
some steep changes and distorted shapes nearby the atmospheric
pressure boundaries. This is because the calculation domain for
simulating the infinite ambient space with constant atmospheric
pressure boundaries was not enough to accommodate the
expanding steam velocity waves for relatively long time periods of
blowdown so that the expanding velocity or pressure disturbances
were distorted. Therefore, the present calculation domain of the
ambient would be valid only for the early time period of blowdown
until the frontal surface of the expanding steamvelocity or pressure
disturbances downstream the broken nozzle end reaches any part
of the calculation domain boundaries at which a constant atmo-
spheric pressure condition is specified. Consequently, to simulate
the discharged steam flow field in the ambient for a specified time
period of blowdown, the calculation domain should be extended
much further in proportion to the time period.

However, it is considered that the effects of the size of the
present calculation domain outside the broken nozzle end on the
transient responses of water velocity or pressure disturbances in-
side the SG secondary side would not be significant because the
discharging steam pressure disturbances seems to be attenuated
rapidly in the ambient space. Fig. 5(b) displays transient pressure
contours in the SG secondary side region at 0.2 s. As shown in the
figure, the pressure distributions nearby the centerline between
the feedwater pipe nozzle inlet and the point on the opposite SG

Fig. 2. Saturated water flashing flow analysis models.
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inner wall were predicted by bothmodels closely while those in the
peripheral regions where are the left and right hand-sides of the
centerline are somewhat different.

Generally, Model 2 predicted more severe pressure gradients
across the tubes than Model 1. This implies that Model 2 would
yield more conservative prediction of transient hydraulic loads

inside the SG secondary side than Model 1. Based on the above
discussion, it is seen that Model 2 would predict the thermal-
hydraulic responses in the flow field downstream the broken
nozzle end following the FWLB more realistically than Model 1.

Fig. 6 displays the transient water velocity responses of the six
different monitoring points over the elapsed time of 0.2 s after the

Fig. 3. Monitoring points.

Fig. 4. Transient steam velocity contours at 0.001 s and 0.1 s.
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FWLB for the two outlet boundary models. Although both Model 1
and Model 2 seem to yield little differences in the calculation re-
sults during the specified blowdown time period, the calculations
at other local points in the peripheral areas apart from the SG
centerline extending the feedwater pipe might show significant
differences (see Fig. 5(b)).

Fig. 7 shows the transient pressure responses of the four
different monitoring points during the early blowdown over the
elapsed time of 0.25 s after the FWLB for the two outlet boundary
models. The solid line with the symbol “diamond” and the dotted
line with the symbol “inclined triangle” are identified as the up-
permost plot and the next uppermost one, respectively. As seen
from Fig. 7, Model 1 yields more fluctuating transient pressure
disturbances during the early time period of blowdown over the
elapsed time of 0.1 s because it assumes the linear ramp change in
pressure at the broken nozzle end at the beginning of blowdown in
Model 1.

Fig. 8 displays the transient blowdown flowrate responses to the
FWLB in the two outlet boundary models. As shown in Fig. 8, Model
1 predicts the mass flowrate about 1.3 times higher than Model 2 at
the very beginning stage of blowdown while the transient re-
sponses of mass flowrate predicted by both models show little
differences from the elapsed time of 0.03 s after the pipe break.

In general, the simulation results for both models are somewhat
different from each other at the very beginning of blowdown and in
the flow field near the broken nozzle end. It is seen that Model 2
extending the simulation domain to an atmospheric space sur-
rounding the broken nozzle end can yield more comprehensive
simulation results of the present blowdown problem than the
simpler Model 1. This is because the use of the outlet boundary
condition Model 2 results in a detailed simulation of the flow field
near the broken nozzle end including particularly the ambient
space downstream the blowdown exit.

The oscillations with the frequency of about 30 cycles shown in

Fig. 5. (a). Transient pressure contours in the broken feed pipe region at 0.001 s and 0.1 s, (b). Transient pressure contours in the SG secondary side region at 0.2 s.
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Figs. 6e8 are the decompression wave of water hammer which
travels between the broken pipe end and the SG inner wall, which
was discussed in detail in the previous works [7,11]. The noise-like
small amplitude oscillations on the trajectory of the oscillations of
decompression wave inside the SG are resulted from multiple re-
flections of the decompression wave by the top, bottom and cy-
lindrical wall of the SG inner space.

This numerical simulation is an approach for obtaining the
actual flowrate without using the concept of discharge coefficient
Cd for accounting for the non-ideal effects, which is defined as the
ratio of the actual flowrate Qactual to the ideal (inviscid) flowrate
Qideal based on the Bernoulli relation. The work for predicting the

discharge coefficients is out of the scope of the present study
because any correlation for modelling the critical flow at the broken
pipe end is not employed in the present CFD calculations. Never-
theless, the flowrate Qcal: calculated from the present numerical
simulation can be used to estimate the discharge coefficient
Cd under assumptions that the calculated flowrate Qcal: would be
close to the actual flowrate Qactual (i.e. Qcal: z Qactual ) and the ideal
flowrate Qideal could be defined along the streamline outside the
broken pipe end.

3.2. Comparisons of the saturated water flashing flow model to the
subcooled water non-flashing flow model

At present, it is hard to find any available experimental data
which are suitable for the use of comparison with the present

Fig. 6. Transient water velocity responses at the 6 monitoring points.

Fig. 7. Transient pressure responses at the 4 monitoring points.
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numerical results. Therefore, to investigate the applicability of the
saturated water flashing flow model for the prediction of highly
pressurized water discharging flow, the present numerical calcu-
lation results in terms of the blowdown flowrates from the broken
feedwater inlet nozzle end and the water flow velocities in the SG
secondary were compared with those predicted for the subcooled
water non-flashing (discharging) flow model by CFD and/or simple
methods.

3.2.1. Blowdown flowrates
At first, the calculated transient blowdown flowrates were

compared to the steady-state subcooled water discharging flowrate
estimated by a simple method and the transient blowdown flow-
rates by CFD method as shown in Fig. 8. The meta-stable non-
flashing discharge model does not permit vapor bubbles to form an
equilibrium saturated water/steam mixture during decompression
between the SG and discharge plane. Bubble formation in the
subcooled water is delayed, and the discharging fluid is in a non-
equilibrium state close to that of pure water. The blowdown mass
flux for subcooled water was formulated by Zaloudek for flow be-
tween the SG source pressure Po and the saturation pres-
sure PsatðToÞ [22,23], for which the discharge mass flux Gc is given
by

Gc ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2roðP0 � PsatðToÞÞ

p
(22)

where ro denotes the density of subcooled water.
For the subcooled water temperature To of 260 �C, the water

density ro is 789 kg=m3 and the saturation pressurePsat is 4.69 MPa.
Thus,

Gc ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2x789xð7:5� 4:69Þx106

q
¼ 66;590

h
kg
.
m2,s

i
(23)

The corresponding steady-state mass blowdown rate is

_m ¼ Gca ¼ 66;590 x 0:0707 ¼ 4;708 ½kg=s� (24)

where a denotes the discharging flow area of the broken nozzle
end.

For the subcooled water non-flashing flow model, the transient
blowdown flowrates simulated by CFD [11] weremuch greater than

the steady-state discharging flowrate of 4,708 kg=s estimated by
the above simple method during the early stage of blowdown
process as shown in Fig. 9 and were seen to approach gradually to
the steady-state flowrate.

As such the subcooled water non-flashing flowmodel estimates
the discharging flowrate greater compared to Zaloudek model
because the no phase change is considered in the former model.
Meanwhile, the present saturated water flashing flow model im-
plies that the highly pressurized subcooled water discharging from
the SG decompresses to the saturation pressure as it flows through
the broken feedwater nozzle with forming steam bubbles in an
equilibrium, homogeneous bubblymixture, which reaches a critical
flow value at the broken nozzle end. As shown in Fig. 9, the satu-
rated water flashing flow model considerably underestimates the
blowdown flowrates than the subcooled water non-flashing flow
model because the blowdown flow is obstructed due to the rapid
vaporization of the saturated water into steam and subsequent
expansion of the steam as the decompressionwave travels between
the broken nozzle end and the SG following the FWLB. The corre-
sponding discharge velocity predicted by Zaloudek model is ob-
tained as

V ¼ Gc

r
¼ 66;590

789
¼ 84:4½m=s� (25)

which is above the average velocity of 75 m=s of the point 6 trace
marked with x axis in the feedwater discharge pipe for Model 1,
shown in Fig. 6.

3.2.2. Flow velocities
The CFD calculations of the flow velocities inside the SG sec-

ondary side were compared to the rough estimations by a simple
approach assuming a sink flow into the feedwater nozzle as follows.
The discharge flowrate from the feedwater nozzle of a cylindrical
pipe would draw fluid from all directions inside the SG if the inside
volume was unobstructed.

However, the feedwater nozzle attachment (discharge outlet) is
near SG vessel bottom surface which functions as an obstruction in
the radial flow field upstream the outlet. To take into account such

Fig. 8. Transient blowdown flowrates.

Fig. 9. Comparison between the blowdown flowrates predicted using the subcooled
water non-flashing flow model and the saturated water flashing flow Model 1.
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obstruction effect on the discharge flow field, a symmetric image
feedwater sink below the SG vessel bottom was introduced to
produce a flow boundary of zero vertical velocity across the SG
bottom, as shown in Fig. 10. This symmetric image feedwater sink
does not affect the estimated flowrates but only takes into account
the effect of the solid bottom surface boundary condition on the
flow field near the feedwater nozzle pipe attachment area, speci-
fying that the water velocity component normal to the bottom
surface is always zero.

Water discharge from the feedwater nozzle in this evaluation is
treated as a sink flow with a volumetric flow rate Q given as

Q ¼ aV (26)

where a is the feedwater flow area and V is the fluid velocity.
For the non-flashing discharge of Model 1 above, the discharge

velocity V of Eq. (25) gives the volume discharge rate as

Q ¼ 0:0707 � 84:4 ¼ 5:97
h
m3
.
s
i

(27)

The volume flow rateQ into a point sink would flow through the
hemisphere of an imaginary boundary inside the SG at the feed-
water nozzle pipe attachment, whose area ahs would be half of a
sphere having a radius r which is equal to the feedwater nozzle.

ahs ¼ 2pr2 ¼ 2p � 0:152 ¼ 0:1414
h
m2
i

(28)

with a corresponding velocity across its surface of area ahs (which
is twice the feedwater nozzle area) of

V ¼ 84:4=2 ¼ 42:2½m=s� (29)

Themonitoring point 2 in the SG as shown in Fig. 3 is located at a
distance about r2 ¼ 2 m away from the feedwater nozzle pipe
attachment at about the same elevation. Its corresponding imagi-
nary hemispherical area ahs2 at the monitoring point 2 (center at
the same location as the feedwater hemisphere), in the absence of
internal structures, would be

ahs2 ¼ 2pr22 ¼ 2p� 22 ¼ 25:13
h
m2
i

(30)

Since the water actually flows across the upper half part (above
the SG bottom surface) of the hemispherical area ahs2, the local
velocity V2 at the monitoring point 2 which is unobstructed by SG
tubes is related to the feedwater hemisphere velocity V according
to mass conservation between both concentric hemispherical sur-
faces as

V2 ¼ ahs
ahs2=2

V ¼ 2
�
r
r2

	2

V (31)

With the tube obstruction, the flow area at the point 2 will be
decreased to a fraction equal to the porosity which is defined as a
ratio of the unobstructed area to the total area, given as b ¼ 0.56. It
follows that the approximate water velocity between tubes at
distance r2 from the feedwater line attachment is estimated by

V2 ¼ 2
b

�
r
r2

	2

V (32)

or for r ¼ 0.15 m, r2 ¼ 2 m; V ¼ 42.2 m=s and b ¼ 0.56,

V2 ¼ 2
0:56

�
0:15
2:0

	2

� 42:2 ¼ 0:84 ½m=s� (33)

This estimated value 0.84 m=s of Eq. (33) is approximately close
to the velocity at the point 2 predicted using the subcooled water
non-flashing flow model [11] while it shows some difference from
the prediction using the saturated water flashing flow model (see
Fig. 11), as can be expected from Fig. 8.

Internal velocities from the non-equilibrium discharge model
are higher, and will give larger, more conservative loads on SG
internals.

4. Conclusions

This paper presented a comparison of the SG internal flow fields
for a non-equilibrium subcooled water non-flashing discharge
model and also for a saturated water flashing flowmodel following
a FWLB. Transient SG internal flow fields and blowdown flow rates
of a saturated water flashing flow model during a FWLB were
predicted using two different outlet boundary models of the
discharge region: one (Model 1) does not include any part of the
ambient space outside the broken nozzle end and the other (Model
2) includes a finite ambient space of cylindrical shape just down-
stream the broken nozzle end.

It was shown that both models predicted the pressure

Fig. 10. Concept of a symmetric image feedwater sink.
Fig. 11. Enlargement of the transient velocity responses at the monitoring points 2 and
3, predicted using the saturated water flashing flow model.
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distributions at the monitoring points nearby or on the horizontal
centerline between the feedwater pipe nozzle inlet and the oppo-
site SG inner wall closely while the two predictions at other local
points in peripheral regions inside the SG secondary side were
somewhat different. In addition, it was found that Model 2 pre-
dicted the thermal-hydraulic responses in the flow field down-
stream the broken nozzle end following the FWLB more
realistically compared to Model 1. To precisely simulate the dis-
charged steam flow field in the ambient outside the broken nozzle
end for a specified time period of blowdown using Model 2, the
calculation domain for the ambient space should be extended
appropriately considering the time period of the blowdown
transient.

Meanwhile, the saturated water flashing flowmodel with either
of the two outlet boundary models seem to considerably under-
estimate the discharging flowrates comparing to the subcooled
water non-flashing flow model because the rapid vaporization of
the saturated water and expansion of the vaporized steam obstruct
the discharging mass flow. Thus, these saturated water flashing
models are expected to provide non-conservative predictions of
transient hydraulic loads acting on the SG tubes and their support
structures in terms of transient velocity and pressure disturbances.

Based on the present CFD simulation results of the saturated
liquid flashing-flow, the transient flowrate in the early stage of
blowdown following a FWLB oscillates violently due to the
decompression wave (resulting in the water hammer load) travel-
ling between the blowdown exit and the SG inner wall and comes
to stabilize gradually approaching the critical flowrate. The prob-
lem is that the existing critical flow models would not be appro-
priate to predict such transient thermal hydraulic response of the
flashing flow because those correlations are based on the quasi-
steady flow.

Therefore, for prediction of the transient hydraulic responses in
the SG secondary side to the FWLB more realistically, an appro-
priate CFD calculation model for practical subcooled water flashing
flows needs to be developed. At present, for conservative estima-
tion of the SG structural integrity evaluation it is recommended to
use the non-flashing model until any validated flashing flow
calculation model becomes available.

Appendix A. Supplementary data

Supplementary data related to this article can be found at
https://doi.org/10.1016/j.net.2018.06.002.
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