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[요    약]

고차원 데이터에서는 데이터마이닝 기법 중에서 특징 선택은 매우 중요한 과정이 되었다. 그러나  전통적인 단일 특징 선택방법

은 더 이상 효율적인 특징선택 기법으로 적합하지 않을 수 있다. 본 논문에서 우리는 고차원 데이터에 대한 효율적인 특징선택을 

위하여 혼합형 특징선택 기법을 제안하였다. 본 논문에서는 KNHANES 데이터에 제안한 혼합형 특징선택기법을 적용하여 분류

한 결과 기존의 분류기법을 적용한 모델보다 5% 이상의 정확도가 향상되었다.

[Abstract] 

With a large feature space data, feature selection has become an extremely important procedure in the Data Mining process. 
But the traditional feature selection methods with single process may no longer fit for this procedure. In this paper, we proposed 
a hybrid efficient feature selection model for high dimensional data. We have applied our model on KNHNAES data set, the 
result shows that our model outperforms many existing methods in terms of accuracy over than at least 5%.
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Ⅰ. Introduction

Never before in history is the data growing at such a high 
speed as well as variety and quantity. Vast records (text, 
transactions, images, etc.) are created in every second and the 
properties, also can be defined as features or attributes, used to 
describe these records are increasing as well. For example, more 
attributes are included to describe the single patient health 
condition for the purpose of all around healthcare service. That's 
why generally large scale medical databases are having large 
number of attributes or dimensions. This large data 
dimensionality can badly influence many aspects of analysis 
process. The increase in the data dimensionality may cause 
several issues with respect to scalability and learning performance 
in these classification algorithms. This is so called "curse of 
dimensionality" problem [1]. 

Feature selection is an important technique for handling high 
dimension data. It is one essential step for data mining which is 
defined as a multidisciplinary task to find out hidden nugget of 
information from data [2]. The main goal of feature selection is to 
find subset from the large feature space that this subset can be 
used to identify the specified object, such as disease prediction. 
There is a hidden rule behind this subset, although the dimensions 
is reduced, the discriminative capability should not be reduced. 
Generally, the benefits for feature selection are reducing data 
analysis complexity and improve data analysis performance. 
Nevertheless, there are more than that such as accuracy 
improvement, expenditure reduction, etc. 

Generally, feature selection methods can be categorized into 
three types: filter, wrapper and embedded methods [3]. Data 
mining algorithms are not included in filter methods. They are 
strongly relies on underlying characteristics of the data variable 
depends on certain criteria. For example feature selection using, 
information gain, fisher score [4] etc. Wrapper model consists a 
learning process, the induced algorithms are used as "black box". 
It uses forward or backward or embedded strategy, that gives 
more discriminative power with that particular learning process; 
therefore, it consume more time compare to filter [3]. The filters 
work fast but its result is not always satisfactory. While the 
wrappers guarantee good results but very slow when applied to 
wide feature sets which contain hundreds or even thousands of 
features [5]. 

In the past, various feature selection techniques have been 
proposed such as chi-square test, mutual information, Pearson 
correlation coefficients, and Relief etc.[6] Although these 
methods are fast, they lack robustness when interactions among 
features exist. That means they assume that the features are 

independent with each other. In literature, a large number of 
feature selection algorithms have been already proposed and they 
were applied to different fields: bioinformatics [7][8][32][33], 
healthcare [9], image processing [10], etc. However there is no 
compatible algorithm or framework can be used in all fields. But 
the traditional feature selection methods with single process may 
no longer fit for a large feature space data.

In healthcare field, clinical databases often consist of a large 
number of features. For clinical data analysis, some features are 
not useful, some are redundant, and some are key factors. Our 
research purpose is to find practical, efficient and well fitted 
methods for clinical feature selection among large feature space 
based on Korea National Health and Nutrient Examination 
Survey (KNHANES) dataset [11]. The target disease is 
hypertension (HP) in our work. 

Hypertension is a condition in which a person's blood pressure 
is above normal or optimal limit of 120 mmHg for systolic 
pressure and 80 mmHg for diastolic pressure.  The categories of 
HP with normal people information in shown in Table 1 [27]. In 
our work we treat both pre-HP and normal people as normal in 
KNHANES data set.

표 1. KNHANES 데이터 세트의 HP 카테고리

Table 1. HP Categories of KNHANES data set

Attribute Name Classification Systolic(mmHg) Diastolic(mmHg)

HE_HP=1 normal <120 and <80

HE_HP=2 pre-HP 120~139 or 80~89

HE_HP=3 HP >140 or ≥100

The contributions of our work are: 1). developed an efficient 
paralleled model for feature selection and DM model generation 
on large feature space data set. 2). Provide a framework which 
can be extended to big data analysis framework. We have 
compared our model with existing algorithms such as Logistical 
Regression classifier, Naive-bayes classifier, KNN and C5.0, the 
results show that our model outperforms the above algorithms.

This paper is organized as follows: A brief introduction about 
data mining, feature selection and the purpose of our work is give 
in SectionⅠ. Section Ⅱ depicts previous techniques and work 
related to our work. An overview of the proposed system with its 
implementation is introduced in Section Ⅲ. Experimental results 
with proposed method evaluation is given in Section Ⅳ. Section 
Ⅴ concludes this work and introduces future work.
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Ⅱ. Previous Techniques

This section describes some algorithms which are used to 
compare with our proposed methods. 

2-1 Logistic Regression

The Logistic Regression (LRc) has been developed by 
statistician David in 1958 [20]. There are two models, one is 
binary logistic regression, where the output can have only two 
values, another is multinomial logistic regression, which has more 
than two outcome categories. It is widely used in clinical field. 
The LR model solves these problems:

ln 


                                 (1)                            

Where p is probability that the event Y ouuurs, p(y=1), p/(1-p) 
is the "odds ration". 
 
2-2 Naive-bayes Classfier

The Naive-bayes classifier (NBc) is based on Bayes theorem  
and has been studied widely since the 1950 [21]. The Naive 
Bayes assumption is: attributes that describe data instances are 
conditionally independent. One of the advantages about NBc is 
that, it can combine any kind of objects (e.g. time series, trees, 
etc.) to generate classifier, based on probabilistic model 
specification.

 
                                 (2)

Where d is data, h is hypothesis, P(h) is prior belief 
(probability of hypothesis h before seeing any data). P(d|h) is like 
hood (probability of the dat if the hypothesis h is true). P(d)=∑

P(d|h)P(h) is data evidence (marginal probability of the data). 
P(h|d) is posterior (probability of hypothesis h after having seen 
the data d). 

The NBc is one of the most practical learning methods, and 
used very successfully in medical diagnosis and text 
classification.

2-3 K Nearest Neighbors

KNN, short for K Nearest Neighbors, is a non-parametric 
method used for classification. An instance is classified by a 
certain kind of similarity method of its neighbors with it being 
assigned to the class most common among its k nearest neighbors. 
The similarity function is usually defined as：

 



  



 
                                  (3)

Where p∊{1,2,...n}.
The advantages of KNN is that: training is very fast, it can be 

used to lean complex targe functions, and do not loose 
information. The disadvantages is that: it is slow at query time 
(pre-sorting and indexing training samples into search trees 
reduces time), it is easily fooled by irrelevant features (attributes).

2-4 C5.0

The C5.0 is a rule based classification technique, the output 
consists of IF...THEN rules which are basic of decision tree [22]. 
C5.0 follows the strategy of C4.5 [23], but it is more advanced in 
terms of  memory efficiency and error rate with acknowledge on 
noise and missing data.

2-5 SVM

Support Vector Machine (SVM) [24] has been used to select 
features and generate the classifier. For feature selection, this 
method is a backward sequential selection approach. One starts 
with all the features and removes one feature at a time until only r 
features are left. The operation of the SVM algorithm is based on 
finding the hyperplane that gives the largest minimum distance to 
the training examples. The basic concept is described using 
Figure 1.

그림 1. 최대 마진, 점선의 벡터는 서포트 벡터

Fig. 1. Maximum Margin, the vectors on the dashed line are the 
support vectors

The strategy ranks the features according to their influence on 
the decision hyperplane. The optimal hyperplane is used to 
classify the data into different classes in two or more 
dimensionalities.

Ⅲ. Proposed Method

http://endic.naver.com/krenEntry.nhn?entryId=9691a28eb47e44af8b80ff3dc960b2a3&query=support+vectors
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We propose an ensemble framework for high-dimensional 
feature selection based on KNHANES data set. The each step 
detail of this framework is depicted in this section. 

3-1 Framework of Proposed Method

The framework of the proposed method is shown in Figure 2.

그림 2. 연구 모델

Fig. 2. Research Model

Firstly, the method integrates data from multi-source in term of 
year and region. Data sets of all data source should consist of 
similar feature space so that they can be integrated without 
conflict. Or these data sets should be processed for having similar 
feature space for integration.

Secondly, clinical data is nature to have a big amount of 
features and big  amount of missing value. There are many ways 
to handle missing value such as using mean, median or user 
specified value to take place of the missing value. But to our 
concern, the feature consists more than 80% missing value should 
be eliminated because too much missing value will reduce the 
importance of the feature. If a feature is blank or only has one 
value, it holds no meaning.

Thirdly, feature families (sub feature sets) are generated based 
on the domain or corelation between each other, or random 
combination of them. 

Fourthly, feature selection methods are used to select features 
according to a certain kind of criteria such as voting or weight. In 
this work, voting strategy has been used to generate the feature 
candidates. Next, only important features are selected and 
combined for further model training. 

Finally, the prediction model will be generated and the result 
will be compared with existing widely used model. 

More detail will be described in the following sections.

3-2 Feature Subset Generation

Feature subset is also called feature family. Ideally feature 
families are independent with each other and all the features in 
the same family are within the same domain, or correlated with 
each other if they are not selected randomly. But we can not say 
they are independent or not.

Data set KNHANES is a well feature-defined data set. These 
features can be assigned to different family easily based on the 
domain which is distinguished by prefix of the feature name. For 
example, feature name starts with "N_" means this feature 
indicate nutrition intake of observation. Feature name starts with 
"D_" means this feature is related to a certain kind of disease, and 
so forth. 19 feature families have been achieved by using this 
prefix method. It also guarantees the independence of each 
family.

Nevertheless, it is hard to claim that features within the same 
family are redundant or not. For example, for the nutrition intake 
feature family, nutritions are not redundant because all nutritions 
are different, but for lifestyle feature family, weekly smoking 
times and monthly smoking times are redundant because monthly 
value can be generated from weekly data. The redundant feature 
removement plays an important role for model learning. 

3-3 Feature Selection for Each Feature Family

Feature selection is an assembled process. The purpose for this 
step is to generate the candidate features for next step.

At the beginning of this process, a natural question arises why 
control of redundancy is useful? Work [12] implies that it can not 
only increase the effectiveness but also accuracy of the results. 
We choose 3 filter methods Information Gain [28], Symmetrical 
Uncertainty [29] and CfsSubsetSelect [30], these methods are 
used for redundant feature elimination and candidate feature 
generation. 

After that several important features can be selected from each 
feature family as the candidates. A voting strategy has been used 
to generate the candidates in each feature family. The idea is that: 
the feature has more than 2 votes among 3 methods is selected as 
the candidate for next step. 

3-4 Feature Combination

 Combination of these features are based on the ID and year 
features. The authors assign each feature family the same weight 
to void the data bias problem [16].

3-5 Classification and Result Evaluation

Over the past few years, SVM has been widely used for 
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classification. In addition, SVM can be used for feature selection 
as well. Features that do not contribute to classification are 
eliminated in each round until no further improvement in the 
classification can be achieved [31]. The selected features is based 
on its weight obtained from training SVMs with candidate feature 
set. 

 The generated classifier with its selected features are 
evaluated and compared with Logistical Regression classifier, 
Naive-bayes classifier, KNN and C5.0 classification methods. 
The experimental result are given in next section.

Ⅳ. Experimental Results

 We present the detail of data sets used for feature selection 
and model learning. The selected feature are used as input 
features for further classifier generation. 

Other classification methods have been used to compare the 
performance with our method. The detail will be described in the 
following sections.

4-1 Dataset Preparation

The Korea National Health and Nutrition Examination Survey 
(KNHANES) is a national surveillance system that has been set 
up since 1998 [15]. It collection information on socioeconomic 
status, health-related behaviours, quality of life, healthcare 
utilization, anthropometric measures, biochemical and clinical 
profiles for non-communicable diseases and dietary intakes. This 
serveillance system has been conducted by the Korea Center for 
Disease Control and Prevention (KCDC). 

The report and microdata of KNHANES release annually. All 
resources are available through the official website 
(http://knhanes.cdc.go.kr). The data the authors downloaded starts 
from 2013 to 2015. It consists of 22,948 records and 727 
compatible attributes. The general statistical information about 
the selected attributes is shown in Table 2. The valid count of 
hypertension record is 15,587.

4-2 Experiment Design

In order to compare the experimental result with existing 
methods, the authors designed experiment in the following steps: 
1). Without lose of generality, the authors run proposed method 3 
times on data set to get the average performance result. 2). The 
authors do the same run by existing algorithms, 3). Compare the 
average performance result with these classifier methods. 

표 2. 선택한 속성에 대한 기분 정보

Table 2. The General Statistical Information about the Selected 
Attributes
Feature 
Name Description Min Max Mean SD

Sex Sex(1:man, 2:woman) 1 2 1.55 0.50

age age of the observation 1 80 41.93 22.77

marri_1 Marital Status(1:married, 
2:unmarried, 9:unknow) 1 9 1.35 0.55

incm income(1:low; 2:below avg.; 3:above 
avg.; 4:high) 1 4 2.50 1.18

edu education level(1:elementary;
2:middle; 3:high; 4:university) 1 4 2.38 1.21

HE_HP Hypertension info. (1:normal; 
2:pre-HP; 3:HP) 1 3 1.85 0.86

SD: Standard Deviation. 

4-3 Performance Evaluation and Comparition

The method we used to evaluate is the method widely used in 
machine learning is called confusion matrix [25]. It is a table with 
two rows and two columns that reports the number of false 
positives (FP), false negatives (FN), true positives (TP), and true 
negatives (TN). TP rate and FP rate refer to the proportion of 
actual positive instances correctly predicted as positive and the 
proportion of actual negative instances wrongly predicted as 
positive.  Sensitivity is defined as TP/(TP+FN), Specificity is  
TN/(FP+TN),  Precision is TP/(TP+FP) and Accuracy is 
(TP+TN)/(P+N), F-measure is 2TP/(2TP+FP+FN), which is a 
measure of a test's accuracy. F-measure is more robust compared 
with accuracy. Roc stands for receiver operating characteristic 
curve, is TP rate again FP rate  at various threshold settings. AUC 
is the area under the Roc curve. [17,18,19, 26]. The machine 
learning community most often uses the ROC AUC statistic for 
model comparison.

We performed the proposed method by 10-fold validation on 
each feature family, which was randomly partitioned into 10 
parts. 9 parts were used as the training set, and the last one was 
used as testing dataset.

After feature combination, to achieve a statistically reliable 
result, the authors run the proposed method 3 time, the result is 
given in Table 3. 

표 3. 방법 성능

Table 3. Performance of proposed method. 

Run Sensitivity Specificity Precision Accuracy F-score AUC

1st 0.804 0.678 0.890 0.7739 0.845 0.849

2nd 0.804 0.678 0.890 0.7739 0.845 0.849

3rd 0.803 0.680 0.891 0.7739 0.844 0.848

Ave. 0.804 0.676 0.890 0.7739 0.8445 0.849

http://knhanes.cdc.go.kr
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Each row of Table 3 indicates the performance of each run and 
the last row shows the weighted average of 3 runs.

The author do the same run by using existing algorithms: 
Logistic Regression classifier, Naive-bayes classifier, KNN, C5.0 
algorithm 3 times separately. The AUC comparition result is give 
in Table 4.

표 4. 제안 된 방법과 다른 방법 사이의 AUC 비교

Table 4. Comparison of AUC Between Proposed Method and 
other Methods

Run Proposed LR NB KNN C5.0

1st 0.849 0.613 0.513 0.508 0.795

2nd 0.849 0.600 0.580 0.610 0.780

3rd 0.848 0.692 0.624 0.635 0.756

For the purpose of describing AUC comparition result visually 
according to Table 4, we plotted the result on box plot diagram in 
Figure 3. 

그림 3. AUC 결과의 박스 플롯

Fig. 3. Box plot of AUC result

We can draw conclusion from the Figure 3 that the proposed 
model shows the best average prediction result in terms of AUC. 
The narrow box of the proposed method also shows the stability 
of our method.

Ⅴ. Conclusion and future work

In this paper, we presented a hybrid efficient feature selection 
model on large feature space. The data set used for our 
experiment is KNHANES which is a widely used and testified. 
Filter based feature selection methods combined with wrapper 
method consist of our hybrid feature selection model. We 

demonstrated that dividing the large feature space into sub feature 
space, called feature family, for hybrid method can achieve better 
performance on KNHANES data set. 

In the future, we will continuously improve the model 
accuracy by improving feature selection method on feature family 
and classification method. More data sets will be tested using this 
model if the feature family generation method is extended based 
on domain, characters of large feature space or even by using 
random feature choosing method. We strongly consider that this 
model can be used for extremely large-feature-space data since it 
is nature to be deployed under parallel framework such as 
MapReduce.
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