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Abstract

The data of K-Water waterworks is collected from various sensors and used as basic data for the operation and analysis of

various devices. In this way, the importance of the sensor data is very high, but it contains misleading data due to the

characteristics of the sensor in the external environment. However, the cleansing method for the missing data is concentrated on

the prediction of the missing data, so the research on the detection and prediction method of the missing data is poor. This is a

study to detect wrong data by converting collected data into quintiles and patterning them. It is confirmed that the accuracy of

detecting false data intentionally generated from real data is higher than that of the conventional method in all cases. Future

research we will prove the proposed system’s efficiency and accuracy in various environments.

Index Terms: Data cleansing, Data quality, IoT, Water supply information

I. INTRODUCTION

Globally, the severity of water problems is intensifying,

and there are also conflicts between countries. Therefore,

attempts to combine big data analysis and intelligent technol-

ogy, which have recently come to the fore in water manage-

ment, are constantly being tried as part of the preparations

for the fourth industrial revolution. In Korea, K-Water and

others are leading in this way [1, 2].

In order to introduce big data analysis and intelligent tech-

nology into water information management, a high level of

data quality must be provided. However, efforts to secure

data quality in water management and related research have

relied on simple rule-based algorithms or empirical methods

due to the complexity of the collection system and the vari-

ety of sensors [3-5].

Many existing studies have focused on predicting missing

data. Long short-term memory (LSTM), a deep-running

technology, it is known to have high accuracy in time series

data [6]. However, the deep learning technique is a method

of performing prediction on the detected data, and it is not a

detection method. Unless the detection performance is guar-

anteed, the prediction performance is bound to have an

effect. Detection of missing data is an area that is not

desired, and detection performance is a serious problem

because it has a very serious influence. In particular, error

data compared to missing data is a much more complex

problem because it occurs within the normal data range of

the device and is a domain that needs the help of a domain

expert.

This paper aims at improving the detection performance of

the erroneous data presented above by using learning data

without depending on expert judgment. To do this, we pro-

posed the use of quantiles. The composition of the paper is
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as follows: in Section I, the necessity and outline of the

study are explained. In Section II, related researches on data

used in water information and prediction methods of errone-

ous and missing data are presented. In Section III, we pro-

pose a method of detecting false data based on quantiles. In

Section IV, we present experimental methods and results.

Finally, Section V presents conclusions and future research

areas.

II. EXISTING RESEARCHES ABOUT DATA 

REFINEMENT

Data refinement is a process of discovering and classifying

meaningless or erroneous data types using machine learning

methods. It is a process of retrieving and correcting errors,

inconsistencies, and missing data to improve the quality of

data.

Data refinement is an essential process for data processing

and analysis and is an infrastructure that provides confidence

in processing results. Therefore, K-Water has also been in

need of quality control for many erroneous and missing data

generated during the process of data processing on water

quality and quantity of water treatment plant.

In order to predict the missing data, various statistical

techniques have been mainly used and researches on machine

learning such as artificial neural networks have been carried

out [7]. In particular, statistical methods for predicting miss-

ing data due to natural conditions, such as weather deteriora-

tion, have been studied [8, 9]. 

Recent research has found that recurrent neural network

(RNN), which is a deep learning technology, can achieve

higher performance than existing statistical techniques for

missing data imputation using time-series characteristics of

IoT data [10].

Despite this interest and research on missing data, research

has not been conducted on erroneous data found within nor-

mal ranges. Erroneous data is much more domain knowledge

than missing data and its detection process is difficult. This

paper presents the detection process of erroneous data in

order to overcome the limitation of this study.

III. ERRONEOUS DATA DETECTION ALGORITHM 

USING QUANTILES

In this paper, we propose an algorithm that detects specific

error data and predicts normal data values   when data input is

simultaneously in multiple IoT sensor environments. 

The most widely used prediction algorithm in the IoT

environment is mean imputation method. The average

replacement method is a method of predicting the average

value of data generated recently (Tp-n to Tp-1) before the

prediction time Tp. The mean imputation method is mainly

used in the prediction of sensor data because it is simple to

implement and exhibits good performance when certain val-

ues   are continuously generated.

The error detection method using the mean imputation

method determines an error when the difference between the

predicted value and the input value exceeds the threshold

value and replaces the actual data with the predicted value.

This method has a problem of detecting normal data as error

data when the prediction accuracy is low. In addition, detec-

tion and correction accuracy vary greatly depending on how

the threshold is adjusted when predicting high-precision

data. In addition, there is a problem in that the interaction

between data input at the same time cannot be considered.

The proposed algorithm uses two methods to detect and

predict error data.

First, we utilize quantiles to convert precision IoT sensor

data into a simplified pattern. The quantile pattern verifies

whether the data of currently input sensors have occurred in

the past.

The second uses LSTM, a deep learning method to predict

time series data. If the quantile is simply patterned by cate-

gorizing the sensor data, the LSTM algorithm generates the

predicted value while maintaining the accuracy of the sensor.

The difference between the existing algorithm and the pro-

posed algorithm is as follows.

Existing algorithms use only prediction algorithms to

detect error data. However, the proposed algorithm is a con-

sensus model considering both the results of the quantile pat-

tern and the LSTM prediction algorithm. By performing

quantile pattern and LSTM prediction at the same time, it is

possible to easily retrieve past data and maintain accuracy.

Finally, since the data input at the same time is converted

into a quintile pattern, the correlation between the sensors

can be considered.

Fig. 1 shows the difference between the existing algorithm

and the proposed algorithm.

The proposed algorithm consists of 4 steps. 

The first step is to build a historical data pattern into a

DB. The proposed algorithm utilizes n-quantiles to prevent

too many patterns from being generated. And it saves pure

data pattern by removing time information and redundancy.

The second step is to convert a new data pattern into a

quantile to see if there is a matching pattern in the con-

structed DB. If there is no matching pattern, you may sus-

pect that one or more of the entered data contains error data.

The third step is to identify the error data among the data

patterns entered at the same time. Remove data one by one

to see if there is a matching pattern in the DB. If there is a

matching pattern, the removed data is judged as error data.

Fig. 2 shows the overall flow of the proposed algorithm.

If the quantile pattern does not exist in the existing DB,

the quantile of one of the patterns is excluded and then
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retrieved again. If a pattern excluding one quartile of the

sensor is present in the existing DB, we assume that the

sensor except the quartile contains the error value. Fig. 3

shows the process of determining error data among data pat-

terns. 

The final step 4 is to correct the error determination data

when it is judged to be error data. If the existing quantiles

recorded in the DB match the quantiles of the data predicted

by the LSTM, the prediction values   of the LSTM are deter-

mined as the correction values   of the corresponding data.

Fig. 1. As-Is algorithm versus proposed algorithm.

Fig. 2. Process flow of proposed algorithm.
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IV. EXPERIMENT

The experimental method uses the proposed algorithm and

the existing algorithm to compute and compare the detection

accuracy and the detection error rate, which detect any erro-

neous data, for the experimental data.

The existing algorithms apply ‘mean imputation’ which is

a method to apply past average data for a certain period of

time when judging or correcting error data. Mean imputation

is the most widely used algorithm in industrial field.

The data used in the experiments are divided into learning

data and test data, all of which are extracted from the actual

operating environment. Both data use the data set of consec-

utive times for the safety of the experiment and generate the

wrong data by applying arbitrary operation to the test data.

The test objective is to measure how accurately the false

data generated randomly is detected, to generate a predicted

value for the detected false data, and then to compare it with

the initial input value to calculate the predictive rate.

The data used in the experiment is based on data extracted

from the IoT sensor collected at the site managed by K-

Water. The experimental data was constructed as follows.

The learning data is for 1 year from 00:00 on October 1,

2016 to 23:59 on September 30, 2017. Data was collected

from every 5 IoT sensors every minute. The total number of

data is 525,600. The test data consists of a total of 500 data

collected every minute from five IoT sensors on October 1,

2017. The learning and test data are produced by the same

sensors.

Experimental procedure generates experimental data and

performs learning for each algorithm. Then, the detection

accuracy and the prediction rate of the erroneous data and

the missing data are calculated. Table 1 compares the experi-

mental method of the existing algorithm and the proposed

algorithm.

Experimental results are analyzed by comparing the exper-

imental results with the conventional methods and the exper-

imental results with the proposed algorithms. The results of

the comparison between the existing method and the pro-

posed method are shown in Table 2 and Fig. 4, respectively.

The experimental method uses the proposed algorithm and

the existing algorithm to compute and compare the detection

accuracy and the detection error rate, which detect any erro-

neous data, for the experimental data.

As shown in Fig. 5 and Table 3, the result of detecting

normal data as erroneous data is presented. Especially, in

case of the existing method 20% error level, the detection

rate of erroneous data is high, but at the same time, the rate

of detecting normal data as erroneous data also becomes

high.

This problem cannot be used as a detection method

because it adversely affects data quality. Therefore, it shows

the highest detection rate in all areas except 20%. This can

adversely affect data quality and cannot be used as a detec-

Table 1. Percentage of erroneous data detected

Division Exist algorithm Proposal algorithm

Learning Unnecessary
Quantile pattern DB LSTM 

learning

Detection
Difference between average 

and input value

Comparison of quantile pattern 

DB and quantile number

Prediction Average value LSTM predict number

Table 2. Percent of erroneous data detected as erroneous data

Division #001 #002 #003 #004 #005 Avg.

Exist

20% 98 80 82 80 76 83.2

40% 40 48 26 44 40 39,6

60% 0 0 14 0 4 3.6

80% 0 0 0 0 0 0

100% 0 0 0 0 0 0

Proposal 82 38 72 60 26 55.6

Fig. 3. Procedure for determining the error data.

Fig. 4. Percent of erroneous data detected as erroneous data.
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tion method because it ignores actual data. Therefore, an

error level of 20% is excluded from the analysis of the

experimental results. In all cases except the 20% error level,

the proposed detection method shows the highest detection

rate.

V. CONCLUSION

Finding erroneous data is a more difficult area than detect-

ing or predicting missing data. In general, erroneous data

detection is a field that has not been studied, especially since

normal data can be used to determine erroneous data and

complex business rules must be considered. In this study, we

proposed a method to increase the detection rate of errone-

ous data by using quantile patterns and confirmed that the

performance is higher than previous studies. 

Among the valid cases, the existing method showed a

detection performance improvement of 34% including the

detection error rate. If the detection error does not occur, the

detection rate of the proposed method is 55.6% while the

error detection rate is 0 in the conventional method. 

In conclusion, it can be seen that the proposed method has

a higher detection performance than the conventional method.

Future research should be devoted to the solving of the

prediction and long-term prediction problems of data identi-

fied as erroneous data.
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