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#### Abstract

Boosting, one of the most successful algorithms for supervised learning, searches the most accurate weighted sum of weak classifiers. The search corresponds to a convex programming with non-negativity and affine constraint. In this article, we propose a novel Conjugate Gradient algorithm with the Modified Polak-Ribiera-Polyak conjugate direction. The convergence of the algorithm is proved and we report its successful applications to boosting.


## 1. Introduction

Boosting refers to constructing a strong classifier based on the given training set and weak classifiers, and has been one of the most successful algorithms for supervised learning [1, 8, 9]. A first and seminal boosting algorithm, named AdaBoost, was introduced by [3]. AbaBoost can be understood as a gradient descent algorithm to minimize the margin, a measure of confidence of the strong classifier [3, 7, 10].

Though simple and explicit, Adaboost is still one of the most popular boosting algorithms for classification and supervised learning. According to the analysis by [10], Adaboost tries to minimize a smooth margin. The hard margin refers to a direct sum of the confidence of each data, and the soft margin takes the log-sum-exponential function. LPBoost invented by [2, 4] minimizes the hard margin, resulting in a linear programming. It is observed that LPBoost does not perform well in most cases compared to Adaboost [11].

The strong classifier is a weighted sum of the weak classifiers. Adaboost determines the weight by the stagewise and unconstrained gradient descent. Adaboost increases the support of the weight one-by-one for each iteration. Due to the stagewise search and the stop of its search when the support is enough, Adaboost is not the optimal search.

The optimal solution needs to be sought among all the linear combinations of weak classifiers. The optimization becomes valid with a constraint that sum of the weights is bounded, and the bound was observed to be proportional to the support size of the weight [11].

[^0]In this article, we propose a new and efficient algorithm that solves the constrained optimized problem. Our algorithm is based on the Conjugate-Gradient method with non-negativity constraint by [5]. They showed the convergence of CG with the modified Polak-Ribiera-Polyak (MPRP) conjugate direction.

The optimization that arise in Boosting has the non-negativity constraint and an affine constraint. Our novel algorithm extends the CG with non-negativity to hold the affine constraint. The addition of the affine constraint is a deal as big as adding the non-negative constraint.

We present a mathematical setting of boosting in section 2, introduce the novel CG and prove its convergence in section 3, and report its applications to bench mark problems of boosting in section 4.

## 2. MATHEMATICAL FORMULATION OF BOOSTING

In boosting, one is given with a set of training examples $\left\{x_{1}, \cdots, x_{M}\right\}$ with binary labels $\left\{y_{1}, \cdots, y_{M}\right\} \subset\{ \pm 1\}$, and weak classifiers $\left\{h_{1}, h_{2}, \cdots, h_{N}\right\}$. Each weak classifier $h_{j}$ gives a label to each example, and hence it is a function $h_{j}:\left\{x_{1}, \cdots, x_{M}\right\} \rightarrow\{ \pm 1\}$.

A strong classifier F is made up of a weighted sum of the weak classifiers, so that $F(x):=$ $\sum_{j=1}^{N} w_{j} h_{j}(x)$ for some $w \in \mathbb{R}^{N}$ with $w \geq 0$.

For each example $x_{i}$, a label +1 is put when $F\left(x_{i}\right)>0$, and -1 otherwise. Hence the strong classifier is successful on $x_{i}$ if the sign of $F\left(x_{i}\right)$ matches the given label $y_{i}$, or $\operatorname{sign}\left(F\left(x_{i}\right)\right)$. $y_{i}=+1$ and unsuccessful on $x_{i}$ if $\operatorname{sign}\left(F\left(x_{i}\right)\right) \cdot y_{i}=-1$.

The hard margin, which is a measure of the fidelity of the strong classifier, is thus given as

$$
\text { (Hard margin) }:-\sum_{i=1}^{M} \operatorname{sign}\left(F\left(x_{i}\right)\right) \cdot y_{i}
$$

When the margin is smaller, more of $\operatorname{sign}\left(F\left(x_{i}\right)\right) \cdot y_{i}$ are +1 , and $F$ can be said to be more reliable. Due to the discontinuity present in the hard margin, the soft margin of Adaboost takes the form, via the monotonicity of log and exponential,

$$
\text { (Soft margin) }: \log \left(\sum_{i=1}^{M} e^{-F\left(x_{i}\right) \cdot y_{i}}\right)
$$

The composition of log-sum-exponential functions is referred to lse. Let us denote by $A \in$ $\{ \pm 1\}^{M \times N}$, the matrix whose entry is $a_{i j}=h_{j}\left(x_{i}\right) \cdot y_{i}$. Then the soft margin can be simply put to lse $(-A w)$, where $w=\left[w_{1}, \cdots, w_{N}\right]^{T}$.

The main goal of this work is to find out a weight that minimizes the soft margin, which is to solve the following optimization problem.

$$
\begin{equation*}
\operatorname{minimize} \operatorname{lse}(-A w) \text { subject to } w \geq 0 \text { and } w \cdot 1=\frac{1}{T} \tag{2.1}
\end{equation*}
$$

Here, $A \in\{ \pm 1\}^{M \times N}$ is a given matrix from the training data and weak classifiers, and $T$ is a parameter to control the support size of $w$. We finish this section with the lemma that shows that the optimization is a convex programming, and we will introduce a novel algorithm to solve the optimization.

Lemma 1. lse $(-A w)$ is a convex function with respect to $w$.

Proof. Given any $w, \tilde{w} \in \mathbb{R}^{N}$ and any $\theta \in(0,1)$, let $z=-A w$ and $\tilde{z}=-A \tilde{w}$.

$$
\begin{aligned}
& =(1-\theta) \operatorname{lse}(z)+\theta \operatorname{lse}(\tilde{z}) \\
& =\log \left(\left(\sum_{i=1}^{M} e^{z_{i}}\right)^{1-\theta} \cdot\left(\sum_{i=1}^{M} e^{\tilde{z_{i}}}\right)^{\theta}\right) \\
& =\log \left(\left(\sum_{i=1}^{M}\left(e^{z_{i}(1-\theta)}\right)^{\frac{1}{1-\theta}}\right)^{1-\theta} \cdot\left(\sum_{i=1}^{M}\left(e^{\tilde{z_{i}} \theta}\right)^{\frac{1}{\theta}}\right)^{\theta}\right) \\
& \leq \log \left(\sum_{i=1}^{M} e^{z_{i}(1-\theta)} \cdot e^{\tilde{z_{i}} \theta}\right) \text { by the Hlder's inequality. } \\
& =\operatorname{lse}((1-\theta) z+\theta \tilde{z}) \\
& =\operatorname{lse}(-A((1-\theta) w+\theta \tilde{w})) .
\end{aligned}
$$

## 3. Conjugate gradient method

In this section, we introduce a conjugate gradient method for solving the convex programming (2.1).

$$
\min f(w) \text { subject to } w \geq 0 \text { and } w \cdot 1=\frac{1}{T}
$$

Throughout this section, $f(w)$ denotes the convex function lse $(-A w)$, and $g(w)$ denotes its gradient $\nabla f(w)$. Let $d$ be the direction at a position $w$ to seek the next position. When $w$ is located on the boundary of the constraint, $w$ cannot be moved to a certain direction $d$ due to the constraints $\left\{w \in \mathbb{R}^{N} \mid w \geq 0\right.$ and $\left.w \cdot 1=1 / T\right\}$.

We refer $d$ to be feasible at $w$, if $w+\alpha d$ stays in the constraint set for sufficiently small $\alpha>0$.

Definition 1. (Feasible direction) Given a direction $d \in \mathbb{R}^{N}$ at a position $w \in \mathbb{R}^{N}$ with $w \geq 0$ and $w \cdot 1=\frac{1}{T}$, the feasible direction $d^{f}=d^{f}(d, w)$ associated with $d$ is defiend as the nearest vector to $d$ among the feasible directions at the position. Precisely, it is defined by the minimization

$$
\begin{equation*}
d^{f}=\underset{y_{I(w)} \geq 0 \text { and } y \cdot 1=0}{\operatorname{argmin}}\|d-y\| \tag{3.1}
\end{equation*}
$$

where $I(w)=\left\{i \mid w_{i}=0\right\}$. The domain of the minimization is convex, and the functional is strictly convex and coercive, so that $d^{f}$ is determined uniquely.

Define the index set $J(w)=\left\{j \mid w_{j}>0\right\}$.
Lemma 2. $\forall \omega$ with $w \cdot 1=\frac{1}{T}, \forall d$, let $d^{f}=d^{f}(d, w)$, then $w+\alpha d^{f} \geq 0$ and $\left(w+\alpha d^{f}\right) \cdot 1=\frac{1}{T}$ for sufficiently small $\alpha \geq 0$.


Figure 1. For a given direction $d$ at a position $w$, a colored region is a feasible region of $d$. Since $d^{f}$ is the nearest vector to $d$ among the feasible directions at $w$, it is the orthogonal projection of $d$ onto the colored region (a). $d^{f}$ is decomposed into two orthogonal components, $d^{f}=d^{t}+d^{w}$, where $d^{t}$ is the orthogonal projection of $d^{f}$ onto the tangent space (b).

Proof. Clearly, $\forall \alpha,\left(w+\alpha d^{f}\right) \cdot 1=w \cdot 1+0=1 / T$.

$$
\begin{array}{ll}
\forall \alpha \geq 0, & \text { if } i \in I(w), \quad w_{i}+\alpha d_{i}^{f}=0+\alpha d^{f} \geq 0, \text { and } \\
& \text { if } j \in J(w), \quad w_{j}+\alpha d_{j}^{f} \geq w_{j}-\alpha\left(\left|d_{j}^{f}\right|+1\right)
\end{array}
$$

Thus for any $\alpha \geq 0$ with $\alpha \leq \min _{j \in J(w)} \frac{w_{j}}{\left|d_{j}^{f}\right|+1}, w+\alpha d^{f} \geq 0$.
Proposition 1. (Calculation of the feasible direction) For a given direction $d$ at a position $w$, $d^{f}$ is calculated as

$$
\left\{\begin{array}{l}
d_{i}^{f}=\left(d_{i}-r\right)^{+}, i \in I \\
d_{j}^{f}=d_{j}-r \quad, j \in J
\end{array}\right.
$$

where $r$ is a zero of $\left(d_{J}-r \cdot 1_{J}\right) \cdot 1_{J}+\left(d_{I_{1}}-r\right)^{+}+\cdots+\left(d_{I_{k}}-r\right)^{+}, k=|I|$.
Proof. Since $d^{f}$ is the KKT point of (Def.2), there exist $\lambda_{I}$ and $\mu$ such that

$$
d^{f}-d=\left[\begin{array}{c}
\lambda_{I} \\
0
\end{array}\right]-r \cdot 1, \text { with } d_{I}^{f} \geq 0, \lambda_{I} \cdot d_{I}^{f}=0, d^{f} \cdot 1=0
$$

From these conditions, we get $d_{J}^{f}=d_{J}-r \cdot 1_{J}$ and $d_{i}-r=d_{i}^{f}-\lambda_{i}$, for $i \in I$.
If $d_{i}-r>0$, then $d_{i}^{f}>0$ and $\lambda_{i}=0$. Thus, $d_{i}^{f}=d_{i}-r$.
If $d_{i}-r \leq 0$, then $d_{i}^{f}=0$ and $\lambda_{i} \geq 0$.

```
Algorithm 1 Computing the feasible direction, \(d^{f}\).
Input : \(w, d\)
Output: \(d^{f}\)
Procedure :
1: Make index sets \(I(w):=\{i \mid w(i)=0\}\) and \(J(w):=\{j \mid w(j)>0\}\)
2: Define a function \(p(r)=\sum_{i \in I}\left(d_{i}-r\right)^{+}+\sum_{j \in J}\left(d_{j}-r\right)\). And find
\[
\alpha=\underset{i \in I, p\left(d_{i}\right)>0}{\operatorname{argmax}} i
\]
\[
\beta=\underset{i \in I, p\left(d_{i}\right) \leq 0}{\operatorname{argmin}} i
\]
\(3: r \leftarrow\) zero of \(\sum_{j \in J}\left(d_{j}-r\right)+\sum_{i \in I, i \leq \alpha}\left(d_{i}-r\right)-\sum_{i \in I, i>\beta}\left(d_{i}-r\right)\)
4 : Compute \(d^{f}\) as following : \(d_{i}^{f}= \begin{cases}d_{i}-\max \left\{0,-d_{i}+r\right\}+r, & i \in I \\ d_{i}-r, & i \in J\end{cases}\)
```

By combining these two, we have $d_{i}^{f}=\left(d_{i}-r\right)^{+}$, for $i \in I$. Since $d^{f} \cdot 1=0$,

$$
\begin{aligned}
d^{f} \cdot 1 & =d_{J}^{f} \cdot 1_{J}+d_{I}^{f} \cdot 1_{I} \\
& =\left(d_{J}-r \cdot 1_{J}\right) \cdot 1_{J}+\left(d_{I_{1}}-r\right)^{+}+\left(d_{I_{2}}-r\right)^{+}+\cdots+\left(d_{I_{k}}-r\right)^{+}=0
\end{aligned}
$$

$r$ is the root of the monotonically decreasing function. The monotone function is piecewisely linear, so that the root can be easily obtained by probing intervals between $\left\{d_{I_{1}}, \cdots, d_{I_{k}}\right\}$ where the monotone function changes the sign. After $r$ is obtained, $d^{f}$ is defined as stated.

Definition 2. (Tangent Space) The domain for $w$ is the simplex $\{w \mid w \geq 0$ and $w \cdot 1=0\}$. When $w>0$, $w$ is inside and the tangent space $T=1^{\perp}$. When $w_{i}=0$ and $w_{j}>0(\forall j \neq i), w$ is on the boundary, and the tangent space becomes smaller $T_{w}=\left\{1, e_{i} \mid i \in I\right\}^{\perp}$. In general, we define the tangent space of $w$ as $T_{w}:=\left[1 \cup\left\{e_{i} \mid w_{i}=0\right\}\right]^{\perp} \subset \mathbb{R}^{N}$.

Definition 3. (Orthogonal decomposition of direction) Given a direction $d \in \mathbb{R}^{N}$ on a position $w \in \mathbb{R}^{N}$ with $w \geq 0$ and $1 \cdot w=\frac{1}{T}$, the direction is decomposed into three mutually orthogonal vectors; tangential, wall, and non-feasible components.

$$
\begin{aligned}
d & =d^{f}+\left(d-d^{f}\right) \\
& =d^{t}+d^{w}+\left(d-d^{f}\right)
\end{aligned}
$$

Here, $d^{f}=d^{f}(d, w)$ is the feasible direction. $d^{t}$ is its orthogonal projection onto the tangent space $T_{w}$, and $d^{w}=d^{f}-d^{t} \in T_{w}^{\perp}$. Their mutual orthogonality is proved below.

Lemma 3. The above vectors $d^{t}, d^{w}$, and $\left(d-d^{f}\right)$ are orthogonal to each other. Furthermore, $d-d^{f} \in T_{w}^{\perp}$.

Proof. By the definition of the orthogonal projection, $d^{t} \perp d^{w}$. The KKT condition of the minimization (3.1) is
$\left(d^{f}-d\right)=\left[\begin{array}{c}\lambda_{I} \\ 0\end{array}\right]+r 1$ for some $\lambda_{I} \geq 0$ with $\lambda_{I} \cdot d_{I}^{f}=0$ and some $r$ with $r(d \cdot 1)=0$,
where $I=I(w)$. Since $d^{t} \in T_{w}=\left\{1, e_{I}\right\}^{\perp}, d^{t} \cdot\left[\begin{array}{c}\lambda_{I} \\ 0\end{array}\right]=0$ and $d^{t} \cdot 1=0$, thus $d^{t} \perp d-d^{f}$.
From $d^{f} \cdot\left(d-d^{f}\right)=d_{I}^{f} \cdot \lambda_{I}+r(1 \cdot d)=0$, we have $d^{f} \perp d-d^{f}$ and $d^{w}=d^{f}-d^{t} \perp d-d^{f}$ which completes the proof of their mutual orthogonalities.

Since $T_{w}=\left\{1, e_{I}\right\}^{\perp}$ and $d-d^{f} \in \operatorname{span}\left\{1, e_{I}\right\}, d-d^{f}$ is orthogonal to the tangent space.
Definition 4. (MPRP direction) Let $w$ be a point with $w \geq 0$ and $w \cdot 1=\frac{1}{T}$, and let $g=\nabla f(w)$. Putting tilde for the variable in the previous step : let $\tilde{g}$ be the gradient and $\tilde{d}$ be the search direction in the previous step, then the modified Polak-Ribiera-Polyak direction $d^{M P R P}=d^{M P R P}(w, \tilde{g}, \tilde{d})$ is defined as

$$
d^{M P R P}=(-g)^{f}-\frac{(-g)^{t} \cdot(g-\tilde{g})^{t}}{\tilde{g} \cdot \tilde{g}} \tilde{d}^{t}+\frac{(-g)^{t} \cdot \tilde{d}^{t}}{\tilde{g} \cdot \tilde{g}}(g-\tilde{g})^{t}
$$

Theorem 1. (KKT condition) $\forall w \geq 0$ with $w \cdot 1=\frac{1}{T}, \forall \tilde{g}, \forall \tilde{d}$, let $g=\nabla f(w)$ and $d=$ $d^{M P R P}(w, \tilde{g}, \tilde{d})$, then $(-g)^{f} \cdot d \geq 0$. Moreover $(-g)^{f} \cdot d=0$ if and only if $w$ is a KKT point of the minimization problem (2.1).

Proof.

$$
\begin{aligned}
(-g)^{f} \cdot d & =(-g)^{f} \cdot\left[(-g)^{f}-\frac{(-g)^{t} \cdot(g-\tilde{g})^{t}}{\tilde{g} \cdot \tilde{g}} \tilde{d}^{t}+\frac{(-g)^{t} \cdot \tilde{d}^{t}}{\tilde{g} \cdot \tilde{g}}(g-\tilde{g})^{t}\right] \\
& =\left\|(-g)^{f}\right\|^{2}+\frac{1}{\tilde{g} \cdot \tilde{g}}\left[-\left[(-g)^{t} \cdot(g-\tilde{g})^{t}\right]\left[(-g)^{f} \cdot \tilde{d}^{t}\right]\right. \\
& \left.+\left[(-g)^{f} \cdot(g-\tilde{g})^{t}\right]\left[(-g)^{t} \cdot \tilde{d}^{t}\right]\right]
\end{aligned}
$$

Since $(-g)^{w} \perp T_{w},(-g)^{w} \cdot(g-\tilde{g})^{t}=0$ and $(-g)^{f} \cdot(g-\tilde{g})^{t}=(-g)^{t} \cdot(g-\tilde{g})^{t}$.
Similarly, $(-g)^{f} \cdot \tilde{d}^{t}=(-g)^{t} \cdot \tilde{d}^{t}$, and we have $(-g)^{f} \cdot d=\left\|(-g)^{f}\right\|^{2} \geq 0$.
The KKT condition for 2.1 is that

$$
\begin{gathered}
g=\lambda+r \cdot 1 \text { for some } \lambda \geq 0 \text { with } \lambda \cdot \mathrm{w}=0 \\
\text { and some } r \text { with } r\left(w \cdot 1-\frac{1}{T}\right)=0
\end{gathered}
$$

```
Algorithm 2 Algorithm based on nonlinear conjugate gradient
Input : Given constants \(\rho \in(0,1), \delta>0, \epsilon>0\). Initial point \(w_{0} \succeq 0\). Let \(k=0\), and
\(g=\nabla f\left(w_{0}\right)\) where \(f=l s e(-A w)\).
Output: \(w\)
Procedure :
1 : Compute \(d=\left(d_{I}, d_{J}\right)\) by Algorithm 1.
\[
\text { If }\left|(-g)^{f} \cdot d\right| \leq \epsilon, \text { then stop. }
\]
Otherwise, go to the next step.
2 : Determine \(\alpha=\max \left\{\frac{-d_{k} \cdot \nabla f(w)}{d_{k} \cdot\left(\nabla^{2} f(w) d_{k}\right)} \rho^{j}, j=0,1,2, \cdots\right\}\) satisfying \(w+\alpha d \geq 0\) and \(f(w+\alpha d) \leq f(w)-\delta \alpha^{2}\|d\|^{2}\)
\(3: w \leftarrow w+\alpha d\)
\(4: k \leftarrow k+1\), and go to step 2 .
```

Since $w_{J}>0$ and $\lambda \geq 0, \lambda_{J}=0$. Since $w \cdot 1=\frac{1}{T}$, and $w_{I}=0$, the condtions $r\left(w \cdot 1-\frac{1}{T}\right)=0$ and $\lambda \cdot w=\lambda_{I} \cdot w_{I}+\lambda_{J} \cdot w_{J}=0$ are unnecessary. Therefore, the KKT condition is simplified as

$$
g=\left[\begin{array}{c}
\lambda_{I} \\
0
\end{array}\right]+r \cdot 1 \text { for some } \lambda_{I} \geq 0 \text { and some } r .
$$

On the other hand, $(-g)^{f} \cdot d=\left\|(-g)^{f}\right\|^{2}=0$ if and only if $0=(-g)^{f}=\operatorname{argmin}_{y_{I} \geq 0}$ and $y \cdot 1=0 \|$ $(-g)-y \|$, whose KKT condition is that

$$
g=\left[\begin{array}{c}
\lambda_{I} \\
0
\end{array}\right]+r \cdot 1 \text { for some } \lambda_{I} \geq 0 \text { and some } r .
$$

Each of the two minimization problems has a unique minimum point, accordingly a unique KKT condition. Since their KKT conditions are same, we have

$$
(-g)^{f} \cdot d=0 \Longleftrightarrow w \text { is the KKT point of the minimization problem } 2.1
$$

Next, we introduce some properties of $f(w)$ and Algorithm 2 to prove the global convergence of Algorithm 2.

## Properties

Let $V=\left\{w \in \mathbb{R}^{N} \mid w \geq 0\right.$ and $\left.w \cdot 1=\frac{1}{T}\right\}$.
(1) Since the feasible set V is bounded, the level set $\left\{w \in \mathbb{R}^{N} \mid f(w) \leq f\left(w_{0}\right)\right\}$ is bounded. Thus, $f$ is bounded from below.
(2) The sequence $\left\{w_{k}\right\}$ generated by Algorithm 2 is a feasible point sequence and the function value sequence $\left\{f\left(w_{k}\right)\right\}$ is decreasing. In addition, since $f(w)$ is bounded below,

$$
\sum_{k=0}^{\infty} \alpha_{k}^{2}\left\|d_{k}\right\|^{2}<\infty
$$

Thus we have

$$
\lim _{k \rightarrow \infty} \alpha_{k}\left\|d_{k}\right\|=0
$$

(3) $f$ is continuously differentiable, and its gradient is the Lipschitz continuous; there exists a constant $L>0$ such that

$$
\|\nabla f(w)-\nabla f(y)\| \leq\|x-y\|, \forall x, y \in \mathrm{~V}
$$

These imply that there exists a constant $\gamma_{1}$ such that

$$
\|\nabla f(w)\| \leq \gamma_{1}, \forall x \in V
$$

Lemma 4. If there exists a constant $\epsilon \geq 0$ such that

$$
\left\|g\left(x_{k}\right)\right\| \geq \epsilon, \forall k
$$

then there exists a constant $M>0$ such that

$$
\left\|d_{k}\right\| \leq M, \forall k
$$

Proof.

$$
\begin{aligned}
\left\|d_{k}^{M P R P}\right\| & \leq\left\|(-g)^{f}\right\|+\frac{2\left\|(-g)^{t}\right\| \cdot\left\|(g-\tilde{g})^{t}\right\| \cdot\left\|\tilde{d}_{k}^{t}\right\|}{\|\tilde{g}\|^{2}} \\
& \leq \gamma_{1}+\frac{2 \gamma_{1} L \alpha_{k}\left\|\tilde{d}_{k}^{t}\right\|}{\epsilon^{2}}\left\|\tilde{d}_{k}^{t}\right\|
\end{aligned}
$$

Since $\lim _{k \rightarrow \infty} \alpha_{k}\left\|d_{k}\right\|=0, \exists$ a constant $\gamma \in(0,1)$ and $k_{0} \in \mathbb{Z}$ such that

$$
\frac{2 L \gamma_{1}}{\epsilon^{2}} \alpha_{k-1}\left\|\tilde{d}_{k}^{t}\right\| \leq \gamma \text { for all } k \geq k_{0}
$$

Hence, for any $k \geq k_{0}$,

$$
\begin{aligned}
\left\|d_{k}^{M P R P}\right\| & \leq 2 \gamma_{1}+\gamma\left\|d_{k-1}\right\| \\
& \leq 2 \gamma_{1}\left(1+\gamma+\cdots+\gamma^{k-k_{0}-1}\right)+\gamma^{k-k_{0}}\left\|d^{k_{0}}\right\| \\
& \leq \frac{2 \gamma_{1}}{1-\gamma}+\left\|d_{k_{0}}\right\|
\end{aligned}
$$

Let $M=\max \left\{\left\|d_{1}\right\|,\left\|d_{2}\right\|, \cdots,\left\|d_{k_{r}}\right\|, \frac{2 \gamma_{1}}{1-\gamma}+\left\|d_{k_{0}}\right\|\right\}$. Then $\left\|d_{k}^{M P R P}\right\| \leq M, \forall k$.

Lemma 5. (Success of Line search) In Algorithm 2, the line search step is guaranteed to succeed for each $k$. Precisely speaking,

$$
f\left(w_{k}+\alpha_{k} d_{k}\right) \leq f\left(w_{k}\right)-\delta \alpha_{k}^{2}\left\|d_{k}\right\|^{2}
$$

for all sufficiently small $\alpha_{k}$.
Proof. By the Mean Value Theorem,

$$
f\left(w_{k}+\alpha_{k} d_{k}\right)-f\left(w_{k}\right)=\alpha_{k} g\left(w_{k}+\alpha_{k} \theta_{k} d_{k}\right) \cdot d_{k}
$$

for some $\theta_{k} \in(0,1)$. The line search is performed only if $\left(-g\left(w_{k}\right)\right)^{f} \cdot d_{k}>\epsilon$. In Lemma7, we showed that $\left(-g\left(w_{k}\right)\right)-\left(-g\left(w_{k}\right)\right)^{f} \perp T_{w}$ and $\left(-g\left(w_{k}\right)\right)-\left(-g\left(w_{k}\right)\right)^{f} \perp\left(-g\left(w_{k}\right)\right)^{f}$. Since $d_{k} \in\left(-g\left(w_{k}\right)\right)^{f}+T_{w},\left[\left(-g\left(w_{k}\right)\right)-\left(-g\left(w_{k}\right)\right)^{f}\right] \cdot d_{k}=0$ and we have

$$
-g\left(w_{k}\right) \cdot d_{k}=\left(-g\left(w_{k}\right)\right)^{f} \cdot d_{k}>\epsilon
$$

From the continuity of $g(w)$,

$$
-g\left(w_{k}+\alpha_{k} \theta_{k} d_{k}\right) \cdot d_{k}>\frac{\epsilon}{2}
$$

for sufficiently small $\alpha_{k}$. Choosing $\alpha_{k} \in\left(0, \frac{\epsilon}{2 \delta\left\|d_{k}\right\|^{2}}\right)$, we get

$$
\begin{aligned}
f\left(w_{k}+\alpha_{k} d_{k}\right) & =f\left(w_{k}\right)+\alpha_{k} g\left(w_{k}+\alpha_{k} \theta_{k} d_{k}\right) \cdot d_{k} \\
& <f\left(w_{k}\right)-\frac{\epsilon}{2} \alpha_{k} \\
& \leq f\left(w_{k}\right)-\delta \alpha_{k}^{2}\left\|d_{k}\right\|^{2}
\end{aligned}
$$

Theorem 2. Let $\left\{w_{k}\right\}$ and $\left\{d_{k}\right\}$ be the sequence generated by Algorithm 2, then

$$
\liminf _{k \rightarrow \infty}\left(-g_{k}\right)^{f}: d_{k}=0
$$

Thus the minimum point $w^{*}$ of our main problem (2.1) is a limit point of the set $\left\{w_{k}\right\}$ and Algorithm 2 is convergent.

Proof. We first note that $\left(-g_{k}\right)^{f} \cdot d_{k}=-g_{k} \cdot d_{k}$ that appeared in the proof of Lemma 11. We prove the theorem by contradiction. Assume that the theorem is not true, then there exists an $\epsilon>0$ such that

$$
\left\|\left(-g_{k}\right)^{f}\right\|^{2}=\left(-g_{k}\right)^{f} \cdot d_{k}>\epsilon, \text { for all } k
$$

By Lemma 10, there exists a constant $M$ such that

$$
\left\|d_{k}\right\| \leq M, \text { for all } k
$$

If $\lim \inf _{k \rightarrow \infty} \alpha_{k}>0$, then $\lim _{k \rightarrow \infty}\left\|d_{k}\right\|=0$. Since $\|g\|_{\infty}<-r, \lim _{k \rightarrow \infty}\left(-g_{k}\right)^{f} \cdot d_{k}=$ 0 . This contradicts assumption.

If $\lim \inf _{k \rightarrow \infty} \alpha_{k}=0$, then there is an infinite index set $K$ such that

$$
\lim _{k \in K, k \rightarrow \infty} \alpha_{k}=0
$$

It follows from the step 2 of Algorithm 2, that when $k \in K$ is sufficiently large, $\rho^{-1} \alpha_{k}$ does not satisfy $f\left(w_{k}+\alpha_{k} d_{k}\right) \leq f\left(w_{k}\right)-\delta \alpha_{k}^{2}\left\|d_{k}\right\|^{2}$, that is

$$
\begin{equation*}
f\left(w_{k}+\rho^{-1} \alpha_{k} d_{k}\right)-f\left(w_{k}\right)>-\delta \rho^{-2} \alpha_{k}^{2}\left\|d_{k}\right\|^{2} \tag{3.2}
\end{equation*}
$$

By the Mean Value Theorem and Lemma 10, there is $h_{k} \in(0,1)$ such that

$$
\begin{aligned}
f\left(w_{k}\right)-f\left(w_{k}+\rho^{-1} \alpha_{k} d_{k}\right) & =\rho^{-1} \alpha_{k} g\left(w_{k}+h_{k} \rho^{-1} \alpha_{k} d_{k}\right) \cdot d_{k} \\
& =\rho^{-1} \alpha_{k} g\left(w_{k}\right) \cdot d_{k}+\rho^{-1} \alpha_{k}\left(g\left(w_{k}+h_{k} \rho^{-1} \alpha_{k} d_{k}\right)-g\left(w_{k}\right)\right) \cdot d_{k} \\
& \leq \rho^{-1} \alpha_{k} g\left(w_{k}\right) \cdot d_{k}+L \rho^{-2} \alpha_{k}^{2}\left\|d_{k}\right\|^{2}
\end{aligned}
$$

Substitute the last inequality into (3.2) and applying $-g\left(w_{k}\right) \cdot d_{k}=(-g)^{f}\left(w_{k}\right) \cdot d_{k}$, we get for all $k \in K$ sufficiently large,

$$
0 \leq(-g)^{f}\left(w_{k}\right) \cdot d_{k} \leq \rho^{-1}(L+\delta) \alpha_{k}\left\|d_{k}\right\|^{2}
$$

Taking the limit on both sides of the equation, then by combining $\left\|d_{k}\right\| \leq M$ and recalling $\lim _{k \in K, k \rightarrow \infty} \alpha_{k}=0$, we obtain the $\lim _{k \in K, k \rightarrow \infty}\left|(-g)^{f}\left(x_{k}\right) \cdot d_{k}\right|=0$.

This also yields a contradiction.
Remark 1. To say the existence of $k$ which satisfies (3.2), we should verify that $w_{k}+\rho^{-1} \alpha_{k} d_{k}$ is feasible. Since $d_{k} \cdot 1=0,\left(w_{k}+\rho^{-1} \alpha_{k} d_{k}\right) \cdot 1=w_{k} \cdot 1=\frac{1}{T}$. So, we should check $w_{k}+\rho^{-1} \alpha_{k} d_{k} \geq 0$. Since $\lim _{k \in K, k \rightarrow \infty} \alpha_{k}=0, \alpha_{k}$ is near to zero for sufficiently large $k$. Thus, $w_{k}+\rho^{-1} \alpha_{k} d_{k} \geq 0$ except very special cases.

## 4. NUMERICAL RESULTS

In this section, we test our proposed CG algorithm on two boosting examples of nonnegligible size. Through the tests, we check if their numerical results match the analyses presented in section 3 .

Our algorithm is supposed to generate a sequence $\left\{w_{k}\right\}$ on which the soft margin monotonically decreases, which is the first check point. According to Theorem (2), the stopping criteria $\left(-g_{k}\right)^{f} \cdot d_{k}<\epsilon$ should be satisfied after a finite number of iterations for any given threshold $\epsilon>0$, which is the second check point. According to Theorem(1), the solution $w_{k}$ with the stopping criteria satisfied is the KKT point, which is the third one. The KKT point is the global minimizer of the soft margin, the optimal strong classifier, which is the final one.
4.1. Low dimensional example. We solve a boosting problem that minimizes $1 \mathrm{se}(-A w)$ with $w \geq 0$ and $w \cdot 1=\frac{1}{2}$, where $A$ is a $4 \times 3$ matrix given below.

$$
A=\left[\begin{array}{ccc}
-1 & 1 & 1 \\
-1 & 1 & 1 \\
-1 & 1 & -1 \\
1 & -1 & -1
\end{array}\right]
$$



Figure 2. the convergence of the CG method for example 4.1

As shown in Figure 2, the soft margin lse $(-A w)$ monotonically decreases and the stopping criteria $\left(-g_{k}\right)^{f} \cdot d_{k}$ drops to a very small number in finite iterations, which is equivalent to the statement of Theorem $2, \liminf _{k \rightarrow \infty}\left(-g_{k}\right)^{f} \cdot d_{k}=0$.
4.2. Classifying win/loss of sports games. One of the primal applications of boosting is to classify win/loss of sports games [6]. As an example, we take the vast amount of statistics from the basketball league of a certain country*(for a patent issue, we do not disclose the details).

The statistics of each game is represented by the following 36 numbers.

TABLE 1. Statistics form the basketball league

| Home $(+1)$ | Field Goals Made | Field Goals Attempted | Field Goals Percentage | 3 Point Goals |
| :---: | :---: | :---: | :---: | :---: |
|  | 3 Point Goals Attempted | 3 Point Goals Percentage | Free Throws Made | Free Throws Attempted |
|  | Free Throws Percentage | Offensive Rebounds | Defensive Rebounds | Total Rebounds |
|  | Assists | Personal Fouls | Steals | Turnovers |
| Road $(-1)$ | Field Goals Made | Field Goals Attempted | Field Goals Percentage | 3 Point Goals |
|  | 3 Point Goals Attempted | 3 Point Goals Percentage | Free Throws Made | Free Throws Attempted |
|  | Free Throws Percentage | Offensive Rebounds | Defensive Rebounds | Total Rebounds |
|  | Assists | Personal Fouls | Steals | Turnovers |

In a whole year, there were 538 number of games with the win/loss results, from which we take a training data $\left\{x_{1}, \cdots, x_{M=269}\right\}$ with the win/loss of the home team $\left\{y_{1}, \cdots, y_{M}\right\} \subset$ $\{ \pm 1\}$. Each $x_{i}$ represents the statistics of a game, and $x_{i} \in \mathbb{R}^{269 \times 36}$.

Similarly to the previous example, Figure 3 shows that the soft margin monotonically decreases and the stopping criteria drops to a very small number in finite iterations, matching the analyses in Section 3.

## 5. CONCLUSION

We proposed a new Conjugate Gradient method for solving convex programmings with the non-negative constraints and a linear constraint, and successfully applied the method to the boosting problems. We also presented a convergence analysis for the method. Our analysis shows that the method is convergent in a finite iteration for any small stopping threshold. The solution with the stopping criteria satisfied is shown to be the KKT point of the convex programming and hence the global minimizer of the programming. We solved two benchmark boosting problems by the CG method, and obtained numerical results that completely cope with the analysis. Our algorithm with the guaranteed convergence can be successful in other boosting problems as well as other convex programmings.
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