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Abstract 
 

Although the accuracy of handwritten character recognition based on deep networks has 
been shown to be superior to that of the traditional method, the use of an overly deep 
network significantly increases time consumption during parameter training. For this reason, 
this paper took the training time and recognition accuracy into consideration and proposed a 
novel handwritten character recognition algorithm with newly designed network structure, 
which is based on an extended nonlinear kernel residual network. This network is a 
non-extremely deep network, and its main design is as follows:(1) Design of an unsupervised 

This research was supported by National Natural Science Foundation of China (No.61471162，No.61501178，
No.61501199，No.61571182); Program of International science and technology cooperation (2015DFA10940); 
Science and technology support program (R & D) project of Hubei Province (2015BAA115); PhD Research 
Startup Foundation of Hubei University of Technology (No. BSQD13037，No. BSQD14028); Open Foundation 
of Hubei Collaborative Innovation Center for High-Efficiency Utilization of Solar Energy (HBSKFZD2015005，
HBSKFTD2016002). 
 
http://doi.org/10.3837/tiis.2018.01.020                                                       ISSN : 1976-7277 



414                                           Rao et al.: Research on a handwritten character recognition algorithm 
based on an extended nonlinear kernel residual network 

apriori algorithm for intra-class clustering, making the subsequent network training more 
pertinent; (2) presentation of an intermediate convolution model with a pre-processed width 
level of 2;(3) presentation of a composite residual structure that designs a multi-level quick 
link; and (4) addition of a Dropout layer after the parameter optimization. The algorithm 
shows superior results on MNIST and SVHN dataset, which are two character benchmark 
recognition datasets, and achieves better recognition accuracy and higher recognition 
efficiency than other deep structures with the same number of layers. 
 
Keyword: unsupervised priori algorithm; “high-capacity” convolution layers; residual 
network; multi-level quick link; Dropout layer 

1. Introduction 

At present, handwritten characters are increasingly used in daily life.Handwritten 

information comes in a variety of different forms, including bills, manuscripts, documents, 
forms and photographed documents. Handwritten character recognition has wide application 
prospects, and there is great demand for it in industrial fields such as image recognition 
systems and handwritten text input devices as society develops and progresses [1]. In 
addition, more and more researchers in academic fields have begun to pay attention to and 
participate in studies of handwritten character recognition due to its vigorous development in 
industries. Especially in the field of image processing and pattern classification, handwritten 
character recognition has been extensively studied and developed [2]-[6]. 

Currently, the methods used in handwriting recognition are divided into two categories: 
handwritten character recognition methods based on traditional feature extraction and pattern 
classification and handwritten character recognition methods that originate in deep learning. 

Character recognition based on traditional features involves three procedures: image 
pre-processing, character feature extraction [7]-[9], and character classification [10]-[12]. 
The pre-processing procedure basically uses methods such as greyscale, binarization and size 
normalization. Character feature extraction mainly relies on traditional manual feature 
selection from the handwritten characters. The feature extraction is based on pixel-level 
[13]-[14] primitive features such as colour [15]-[16], structure, texture, projection histograms 
and moment invariants; once feature extraction has been performed, the appropriate 
classifier is used to classify the output. The commonly used classification methods are 
template matching-based, k-nearest neighbours (K-NN) algorithms, shallow artificial neural 
network algorithms, support vector machine (SVM) [17]-[20], and others. The traditional 
method has low processing capacity, is overly dependent on manually designed 
low-dimensionality properties, and has a non-clear model; therefore, the classification results 
cannot meet the needs of practical applications. 
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With the increase in deep learning research, the deep network method has been 
gradually applied to handwritten character recognition. Among these applications, the 
handwritten character classification method based on a convolution neural network and the 
character classification method that has its origin in a residual network [21] possess 
representativeness. The results obtained using these methods are superior to the results of the 
traditional handwritten character recognition method in terms of recognition effect 
[22]-[26].However, the current deep-learning methods also present some issues that have not 
yet been resolved.(1) With the rapid development of industries and academic fields, the 
demand for recognition accuracy and recognition efficiency of handwritten character 
recognition is becoming higher and higher. The current deep-learning method still has room 
for further development.(2) The deep model network (especially the extremely deep network) 
parameter training is extremely timeconsuming, and the latest research shows that extremely 
deep networks not the factor that most impacts the overall performance but its use affects the 
other components of the network. Therefore, whether a structure that can exhibit excellent 
performance when used on networks of certain depths (non-extremely deep) can be built is 
the question to be answered. 

In view of the issues discussed above [27]-[29], this study presents a handwritten 
character recognition algorithm based on an extended nonlinear kernel residual network. The 
use of this algorithm improves recognition accuracy, reduces training time, and partially 
resolves the conflicting issues of improvement of the recognition accuracy of deep models 
and training time reduction. First, an unsupervised apriori algorithm for intra-class clustering 
is designed prior to handwritten character recognition, and the number of clusters is 
automatically detected based on the characteristics of the dataset, obtain good result values, 
and reduce the parameter training time to allow the subsequent network training to be more 
pertinent, the computation is centred on the known clustering centre. In addition, this 
algorithm also proposes the following three network structure designs in the kernel 
structure:(1) presenting an intermediate convolution operation model with a pre-processed 
width level of 2;(2) designing a composite residual structure by adding a multi-level quick 
link to the newly proposed residual learning building block; and (3) adding a Dropout layer 
to the newly proposed residual learning building block after parameter optimization. 
Through experimental tests, it is verified that this algorithm has better character recognition 
accuracy and higher recognition efficiency than handwritten character classification methods 
based on convolution neural networks and character classification methods based on residual 
networks under the same conditions. 

In the remaining sections of this paper, the framework for handwritten character 
recognition is first briefly introduced; then, the innovation and design of this paper are 
explained, and the handwritten character recognition algorithm based on an extended 
nonlinear kernel residual network is presented. The algorithm provides a better resolution of 
categorization issues in handwritten numeral recognition. Next, an experimental plan is 
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designed to compare the extended nonlinear kernel residual network-based handwritten 
character recognition algorithm with algorithms based on convolution neural networks and 
residual networks. The performance comparison resulted in some useful conclusions and 
demonstrated the perspectives for further research. 

2. Handwritten Character Recognition Framework 

The traditional handwritten character recognition task flowchart is shown below in Fig. 
1.Almost all of its parts rely on the participation and assistance of the designer, the amount 
of data that can be processed is small, it cannot be applied extensively, and its generalization 
ability is not outstanding. In addition, its processing features are superficial low-dimensional 
features, and the information on handwritten characters is not expressed in sufficient detail. 
The manual intervention required by this method is very intense, and the classification model 
and classification effect cannot meet the requirements of practical applications. 
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Fig. 1. Traditional handwritten character recognition method 

 
In recent years, the study of handwritten character recognition frameworks based on the 

traditional “pre-treatment + feature extraction + classifier” has been progressing slowly, and 
research reports of performance breakthroughs in this area are rare. Nevertheless, the 
increased use of deeplearning methods has brought new vitality and extremely effective 
solutions to handwritten character recognition; for instance, the winners of two consecutive 
International Conference on Document Analysis and Recognition(ICDAR) handwritten 
character recognition contests all applied deep learning or neural network methods. 

A handwritten character recognition task flowchart based on a deep network [30]-[33] is 
shown below in Fig. 2. It can be seen that the recognition process based on the deep network 
is more complete with respect to pre-processing, feature extraction and model training and 
that the structure mainly focuses on the automatic (non-manually adjusted) training of 
internal parameters with respect to the deep network. When the structural design of the deep 
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network is completed, the designer only needs to input the handwritten character that is to be 
detected to the network, and the desired result can be obtained (end-to-end recognition), 
making the method very convenient. 

 

 
Fig. 2. Handwritten character recognition methods based on deep networks 

 
Deep learning comes from the study of artificial neural networks. The method involves 

continuously learning, training, and discovering the distributed feature representation of data. 
The training process of deep learning forms a high-level feature representation that is more 
abstract by combining the relevant low-level features in a process, which similar to the 
process used by human brains in object identification. The network completes the 
classification based on these high-level features, resulting in a better classification 
recognition effect. Compared with handwritten character classification based on traditional 
features, the deep-learning-based handwritten character classification method permits a 
larger amount of data processing and involves automatic learning, end-to-end modelling, and 
the use of high-dimensional features to perform classification in a process, which similar to 
that used by the human brain; thus, the advantages of high classification accuracy are 
particularly evident. 

However, as the development and study of identification applications continues in 
industries and academic fields, the requirements of enterprises and research institutions for 
handwritten character recognition have become increasingly stringent. With regard to current 
development, the deep learning structure has some room for development in the recognition 
accuracy and recognition efficiency of handwritten character recognition applications. 

3. Handwritten Character Recognition Algorithm Based on an Extended 
Nonlinear Kernel Residual Network 

There are some issues that urgently need to be resolved for existing deep learning 
methods. (1) The network parameter training of deep models (and that of extremely deep 
networks in particular) consumes large amounts of time. The latest research indicates not 
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only that the use of an extremely deep network is not the factor that most affects overall 
performance but also that it influences the other components of the network.(2) With the 
rapid development of industries and academic fields, the requirements for recognition 
accuracy and recognition efficiency in handwritten character recognition have become 
increasingly higher. Therefore, the deep-learning-based method awaits further development. 
This study attempts to construct a non-extremely deep structure that has superior 
performance to that of deep structures under the same conditions. For this reason, this paper 
presents a framework that uses a handwritten character recognition algorithm based on an 
extended nonlinear kernel residual network. Its structural design is shown in Fig. 3. The 
characteristics of this algorithm are as follows: 
(1) Data pre-processing: the design of unsupervised apriori knowledge is used for clustering. 
The number of clustering centres is automatically detected based on the characteristics of the 
dataset, producing n known clustering centres. Intra-class optimization clustering is 
performed around the known centres during operations, thus ultimately yielding good result 
values and a reasonable parameter training time. 
(2) Convolution neural network framework for the extended nonlinear kernel: the feature 
extraction and morphological classification of handwritten characters are performed by 
means of sparse connection of the convolution neural network and weight sharing. This 
method can use spatial relationships to reduce the number of parameters that must be learned, 
thus improving the training performance of the general forward back-propagation 
(BP)algorithm. 
(3) The extended nonlinear kernel model: to improve the result of the model, a composite 
residual structure is introduced by means of design a multi-level quick link, the convolution 
operation model is presented with a width level of 2, and a Dropout layer is added after 
parameter optimization, thereby yielding good test results while improving the training 
efficiency. 

Fig. 3. Framework of the handwritten character recognition algorithm based on an extended nonlinear 
kernel residual network 
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3.1 Data pre-processing 

 This study introduces an unsupervised clustering algorithm for pre-processing 
experimental data in the proposed handwritten character recognition algorithm based on an 
extended nonlinear kernel residual network. Before entering the parameter training network, 
the number of clusters n is automatically detected (n is the number of categories of known 
datasets) according to the demand, and the clustering operation is performed to generate n 
known clustering centres. Intra-class optimization clustering is performed around known 
centres during operations (non-traditional clustering methods are searched throughout the 
data sets); the goal of these operations is to obtain good result values while greatly reducing 
the training time for deep network parameters. 

The algorithm includes four steps, including sample allocation and intra-class updating 
of clustering centres. 

Step 1: Initialize the clustering centres (0)
1c ， (0)

2c ， ⋅ ⋅ ⋅， (0)
nc ,and select the representative 

sample of n (known) categories as the initial clustering number and clustering centre 
according to the characteristics of the data set.（do not have to select clustering centres 
through a large number of iterations） 
Step 2: Assign each sample xj to the adjacent clustering set. The sample distribution is based 
on 

2 2( ) ( ) ( )

2 2
{ | }t t t

i j j i j pS x x c x c= − ≤ − ，in which 1, 2, ,i k= ⋅⋅⋅ ， p j≠ 。（1） 

Step 3: Update each clustering centre within the corresponding category according to the 
distribution result of step 2: 
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Step 4: 
2( 1) ( )

2

t t
i ic c ε+ − <

                         
（3） 

If the iteration reaches the maximum number of iterations or the difference between two 
adjacent iterations is less than the present threshold ε(i.e., Equation (3) is satisfied), then the 
algorithm ends; otherwise, repeat step 2. 

When the clustering algorithm designed in this paper is used, the operation design of the 
updated clustering centre of step 3 is clustered in a certain category (class). In updating the 
clustering centre of the entire data set, the parameter training time is greatly shortened in 
comparison with other clustering algorithms. 
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3.2 Convolution Neural Network Framework for the Extended Nonlinear Kernel 

The convolution network structure is used to construct the algorithm framework, and 
the initial values of the parameters in the network are adjusted appropriately according to the 
requirements of the extended nonlinear kernel model. The weight sharing of the convolution 
structure is used to reduce the complexity of the network model and decrease the number of 
weights, in a manner similar to the network structure of a biological neural network.The 
algorithm used here introduces this structure; the advantage is more evident when the input 
of the network is a multidimensional image, as the image can be directly input into the 
network to avoid performing the complex processes of feature extraction and data 
reconstruction in the traditional recognition algorithm. In addition, the convolution network 
has a high degree of invariance for translation, scaling, tilting, and other types of 
deformations. 

 

3.3 The Extended Nonlinear Kernel Model 

This paper presents a handwritten character recognition algorithm network based on an 
extended nonlinear kernel residual network. The main network design innovations of the 
extended nonlinear kernel model are as follows: 
(1)  presenting the intermediate convolution operation model with a pre-processed width   

 level of 2; 
(2)  presenting a composite residual structure that designs a multi-level quick link; 
(3)  adding a Dropout layer after the parameter optimization. 
    Furthermore, in practical application, taking the cost into consideration for the 
computational optimization of the kernel structure, the two convolution layers n*n used in 
the network are discarded and replaced by the new kernel learning building block 1x1 + (n* 
n + n*n) + 1x1.As shown in Fig. 4 below, the middle double-channel “high-capacity” 
convolution layers of the new kernel structure are first decreased in a 1x1 convolution layer 
of reduced dimensions and then restored under another 1x1 convolution layer, thereby 
maintaining the same level of accuracy and reducing the amount of calculation required. The 
optimization results are shown in Fig. 4; the left portion of the figure shows the two n*n 
structures used by the original network, and the right portion of the figure displays the 
optimized new kernel learning building block. 
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Fig. 4. Comparison of the original kernel learning building block and the new kernel learning building 
block 

 
 This study presents an extended nonlinear kernel model based on the proposed design 
plan shown above. The structure of the framework is shown in Fig. 5. 

 
Fig. 5. Extended nonlinear residual kernel structure framework 

 
The description of the formulae used in Fig. 5 (the input of the first layer of the extended 
nonlinear residual kernel is expressed as x) is as follows: 
Node 1: 

                        （4） 
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in which F(x) is the normal deep network structure and x is the first-level quick link network. 
Node 2: 

( ) ( )K x G x x= +                         （5） 

in which G(x) is the normal depth of the network structure and x is the second-level quick 
link network. 
Node 3: 

1( ) [ ( ) ]H x D G x x= +                       （6） 

in which D(x) is the Dropout layer operation and x in D(x) (the setting of x is generally in a 
proportional form) can be adjusted according to the settings of different parameters. 

( )   G x x+ , corresponding to Node 3, is the normal deep structure. 

Suppose to remove Node 2 from Fig. 5, only taking Node 1 into consideration (or 
remove Node 1 and only consider Node 2); the structure can then be seen as a simple 
residual learning module which has a single-level quick link, and it can be defined as 

[ ( ,{ }) ]iy D F x W x= +                         (7) 

in which x and y take the input and output vectors of the layers into account and D(x) is the 
operation of the Dropout layer. The function F(x, {Wi}) represents the learned residual 
function (the function F(x, {Wi}) represents multiple convolution layers).There are three 
convolution layers, as shown in Fig. 5, in which σ in F = σ{D[W3[W2σ(W1x)]]} represents an 
ReLU function. To simplify the annotation, the extended nonlinear kernel model ignores the 
offset in the description. The operation F+x is completed by the quick link and by 
element-by-element addition. The network uses a second non-linear characteristic after the 
increment (e.g.,σ(y) as shown in Fig. 5). 

Assume that each layer function increases the input variable by one dimension. Then,a 
single-level quick link, such as the application of x+b (b is a constant), can be used to 
approximate the actual complex output function. Because the use of a composite quick link 
is equivalent to the use of x2+x+b (b is a constant) to approximate the actual complex output 
function, the error in the network approximation of complex functions is reduced, thereby 
enhancing the results of learning on the characteristics of the non-extremely deep network. 

In Equation (7), the dimensions of x and F must be the same.If the dimensions are not 
the same (for instance, if the input and output channels change), the dimensions can be 
matched through the quick-link linear projection Ws: 

( ,{ })i sy F x W W x= +                              (8) 

In summary, the handwritten character recognition algorithm based on the extended 
nonlinear kernel residual network is advantageous in that it presents an intermediate 
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convolution operation model with a pre-processed width level of 2, optimizes the middle 
convolution operation, widens the network structure, and increases the computing weight so 
that the ability to express a complex function is enhanced for network structures with a 
certain depth. However, the degree of widening the network structure must be appropriate; if 
the network structure is widened excessively, the number of saddle points and local solutions 
in the network will increase dramatically. Through experimental analysis and comparison, 
this study selected the model with a width level of 2 for the simulation experiment. At the 
same time, in the proposed extended nonlinear kernel model, the composite residual 
structure, which designed a multi-level quick link, was adopted. Formally, we set H1(x) as 

the required basic mapping and put forward composite residual mapping ( )
( )

F x x
G x x

+
 +

 by 

adding another non-parameter shortcut of identity mapping between the matching dimension 
convolution layer and the extraction feature convolution layer. Because the multilevel 
residual network is more resourceful in residual learning, the recognition ability of the 
network improves after the addition of structure. 

Finally, we add a Dropout layer after the convolution operation of each extended 
nonlinear kernel model is completed: H1(x) = D[G(x) + x]; x in D(x) (the setting of x is 
generally in a proportional form) can be adjusted according to the settings of different 
parameters. At this point, the weights of some hidden layer nodes in the network are 
randomly disabled during model training; those disabled nodes can be temporarily 
considered not to form part of the network structure, but their weights are retained. The 
issues of network over-fitting and excess time consumption during network parameter 
training are resolved after the introduction of the Dropout layer into the model. 

4 Experimental Results and Analysis 

4.1 Experimental data and platform 

 To verify the effectiveness of the proposed algorithm, the following three experiments 
were designed, and the experimental results were analysed. The experiments were based on 
the Ubuntu16.04 system and the equipped with Intel i7-4770 CPU and Nvidia GTX TITAN 
X GPU. The benchmark recognition datasets MNIST and SVHN were used to verify the 
experimental results for different network structures with the same number of network layers 
and using the same data set. 

The MNIST dataset consists of 70,000 handwritten digits from 0 to 9, centered on a 28 
× 28 square canvas. Each pixel represents the gray-scale in the range of [0, 255].We split the 
dataset into 50,000 training samples, 10,000 validation samples and 10,000 test samples, 
following the standard split. 

The Street View House Numbers (SVHN) dataset consists of cropped images 
representing house numbers captured by Google Street View vehicles as a part of the Google 
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Maps mapping process. These images consist of digits 0 through 9 with values in the range 
of [0, 255] in each of 3 red-green-blue color channels. Each image is 32 pixels wide and 32 
pixels high giving a sample dimensionality (32, 32, 3). The number of samples we used for 
training, valid, and test sets is 543,949, 60,439, and 26,032 respectively. 

In experiment 1, the handwritten character recognition results obtained using an 
ordinary convolution network, an ordinary residual network structure, and an extended 
nonlinear kernel residual network were compared on the MNIST dataset. 

In experiment 2, the effectiveness of the extended nonlinear kernel residual network 
algorithm design was verified on the MNIST dataset. 

In experiment 3, the effectiveness of the extended nonlinear kernel residual network 
algorithm design is verified on SVHN dataset in the character recognition. 

4.2 Experimental1: Experimental comparisons 

4.2.1 Experimental design and training process 

 Experiment 1 uses the extended nonlinear kernel residual network-based structure (Fig. 
3) as well as the classical convolution neural network and a residual network structure using 
a residual kernel structure for the classification experiments. To analyse the difference in 
performance of the three networks, the experiment adopts the same parameters with respect 
to filtering, convolution step length and down-sampling precision. With respect to the 
network structure, the fact that the extended nonlinear kernel and the residual kernel are 
multilayer structures was taken into account; the number of layers cannot be completely 
consistent, but the difference in the number of training network layers is minimized as much 
as possible in the experiment.Figs. 6 and Fig. 7 below show the training process of the 
extended nonlinear residual network structure. The horizontal axes represent the number of 
training clusters, and the vertical axes represent the numerical values of accuracy and cross 
entropyin the training process in Figs. 6 and Fig. 7, respectively. 

 
Fig. 6. Dependence of the accuracy curve on the number of training clusters in the training process 

using the extended nonlinear kernel residual network model 
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Fig. 7. Dependence of cross entropy on the number of training clusters in the training process using 

the extended nonlinear kernel residual network model 
 

4.2.2 Analysis and discussion of experimental results 

 Based on the MNIST handwritten character test data library, the experimental test 
accuracies of the different models were compared; the results are shown in Fig. 8, Fig. 9, and 
Table 1.Although the recognition rate of the extremely deep network is high, its parameter 
training process is complex, which consumes a large amount of training time, whereas the 
performance result of the deep (not the extremely deep) network with respect to recognition 
accuracy is still inadequate. This paper proposes a new deep (not extremely deep) network 
structure that displays better recognition accuracy and higher recognition efficiency for 
moderate-size character recognition training sets, simulating the actual situation of lacking 
fully labelled samples and structures with the same numbers of layers. Based on this, this 
paper selects an MNIST handwritten character library for the experiment. It should be noted 
that through data set training and under the same conditions, the difference between the test 
accuracy of the ordinary convolution neural network model and those of the residual network 
model and the extended nonlinear kernel residual network model is large. Thus, the extended 
training data set of the convolution neural network in the experiment was 20k, which made 
the training of the ordinary convolution network model more thorough. Nevertheless, the 
number of training clusters in the residual network model and the extended nonlinear kernel 
residual model was still 4k. 
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Fig. 8. Experimental training accuracy curves of different models in 4K training clusters 

 

 
Fig. 9. Experimental training accuracy curves of different models in the training cluster of convolution 

neural network is increased to 20K 
 

Table 1. Comparison of the experimental results obtained with different models on the MNIST 
handwritten library experiment 

Method Number of training 
clusters (k) 

Test accuracy (%) 
(mean ± standard deviation) 

Convolution neural network model 20 94.65 
Residual network model 4 98.4375 
Extended nonlinear kernel residual 
network-based model 

4 99.6094 

 
It can be seen from Table 1 that the extended nonlinear kernel residual network-based 

model yields better recognition results on the MNIST dataset. Based on this experimental 
result, this paper proposes the extended nonlinear kernel residual network-based handwritten 
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character recognition algorithm. In the comparative experiment that follows, the 
effectiveness of the extended nonlinear kernel residual network-based handwritten character 
recognition design will be specifically verified. 

 

4.3 Experimental 2: Effectiveness of the Extended Nonlinear Kernel Residual 
Network Design 

The effectiveness of the extended nonlinear kernel residual network algorithm was 
verified in Section 4.2. The recognition result obtained using the extended nonlinear kernel 
residual network-based handwritten character recognition algorithm model is better than 
those obtained with the ordinary convolution neural network model and the residual learning 
network model. In addition to the introduction of an appropriate unsupervised intra-class 
clustering method, the reasons for the better recognition result also include the following: 
(1) A Dropout layer was added to every kernel unit after parameter optimization; this 
randomly disables the weighting of some hidden layer nodes (but keeps their weight values) 
during the model training process, thereby preventing the network from being trapped inlocal 
optima and resolving the network over-fitting problem. Moreover, the random elimination of 
a large amount of data during the Dropout process also improves the issue of excessive time 
consumption during network parameter training. 
(2) An intermediate convolution computation operation model with a width level of 2 with 
pre-processing was proposed; this enhances the ability of the non-extremely deep network to 
express complex functions. 
(3) A composite residual structure with a multi-level quick link was designed. The 
multi-level structure results in a smaller error when the network calculates complex 
functions and allows more thorough study of features by the non-extremely deep network. 
 

4.3.1Verification of the Effectiveness of Handwritten Character Recognition 
after Adding a Dropout Layer Design 

 Keeping the rest of the structures in the extended nonlinear kernel model network fixed, 
we only add a Dropout layer after each kernel learning process and randomly disable the 
weight of some of the hidden layer nodes in the network; the effectiveness of these changes 
are tested experimentally. 
 The new kernel of the extended nonlinear kernel model after the addition of a Dropout 
layer is shown in Fig. 10; the recognition accuracy rate is 99.2188%. 
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Fig. 10. Design of the extended nonlinear kernel model with a Dropout layer  

 

4.3.2Design of the Model with a Convolution Layer of Width Level 2 and 
Verification of Its Effectiveness in Handwritten Character Recognition 

 Maintaining the rest of the structures in the extended nonlinear kernel model network 
fixed, we add an intermediate convolution computation model a width level of 2 to each 
kernel learning process which has been pre-processed; the effectiveness of the experimental 
results is observed. 
 A convolution layer with a width level of 2 in the intermediate convolution layer is 
added to the extended nonlinear kernel model, as shown in Fig. 11 below; the recognition 
accuracy rate is 98.8679%. 
 

 
Fig. 11. Design of the extended nonlinear kernel model with a convolution layer of width level of 2  
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4.3.3 Verification of the Effectiveness of Handwritten Character Recognition 
after the Introduction of a Composite Residue Structure with a Multi-Level 
Quick Link 

 Maintaining the rest of the structures in the extended nonlinear kernel model network 
fixed, we design a composite residue structure with a multi-level quick link in each kernel 
learning process. The effectiveness of the experimental results is observed. 
 The new kernel of the extended nonlinear kernel model after the introduction of a 
composite residue structure is shown in Fig. 12 below; the recognition accuracy rate is 
98.8281%. 
 

 
Fig. 12. Design of the extended nonlinear kernel model witha multi-level quick link 

4.3.4 Experimental Results 

The results of the extended nonlinear kernel model design experiments are shown in Table 
2. 

Table 2. Results of the extended nonlinear kernel design experiments 
Method Test accuracy (%) 

(mean ± standard deviation) 
the character classification method that has its origin in a 
residual network 

98.4375 

Residue kernel model(adding a priori knowledge) + 
Dropout layer design 

99.2188 

Residue kernel model(adding a priori knowledge) + 
intermediate convolution layer of width level 2 design 

98.8679 

Residue kernel model(adding a priori knowledge) + 
composite residue structure design 

98.8281 
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4.3.5 Analysis of Extended Nonlinear Kernel Model Design Experiments 

Sections 4.3.1, 4.3.2, and 4.3.3 describe experiments with controlled variables. These 
experiments proved that the three network structures proposed in this paper ((1) the addition 
of a Dropout layer after parameter optimization; (2) presentation of an intermediate 
convolution model with a pre-processed width level of 2; and (3) the design of a composite 
residual structure with a multi-level quick link) can all provide a certain degree of 
optimization of the recognition results and the recognition efficiency of the network. The 
results presented in Section 4.2 show that the effect of the overall algorithm combining the 
three designs is better than the individual effect of each design and better than the effect of 
the other two methods alone. Based on the above experimental results, this paper proposes 
an extended nonlinear kernel residual network-based handwritten character recognition 
algorithm. 

4.4 Experimental 3: Effectiveness of the Extended Nonlinear Kernel Residual 
Network Algorithm Design is verified on SVHN dataset in the character 
recognition 

    Maintaining the structures of three models in the experimental 1, we changed the 
recognition dataset to SVHN, and also joined the recent popular networks for experimental 
comparison. The experimental results has also shown that our method has some 
improvement on the dataset, shown in Table 3. 
 

Table 3. Comparison of the experimental results obtained with different models on the SVHN 
character library experiment 

Method Test accuracy (%)(mean ± standard deviation) 
HOG 85.0 

Stacked Sparse Auto-Encoders 89.7 
Convolution neural network model 95.1 

Stochastic Pooling  97.1 
Network in Network  97.65 

Residual network-based model  97.70 
Extended nonlinear kernel residual 

network-based model 
97.72 

5 Conclusions 

 This paper proposed an extended nonlinear kernel residual network-based handwritten 
character recognition algorithm model. The main idea of this work are two designs, which 
one is the design of an unsupervised intra-class clustering algorithm to perform targeted 
pre-processing of the input data. The other is the three network structure designs for the 
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extended nonlinear kernel were proposed in this paper: (1) presentation of an intermediate 
convolution model with a pre-processed width level of 2; (2) a composite residue structure 
with the design of a multi-level quick link; and (3) addition of a Dropout layer after 
parameter optimization in the extended nonlinear kernel model. Compared with those 
convolution neural network and residual network structures under the same conditions, the 
proposed model has good recognition results and data training time. In future work, on the 
one hand, we will try to enhance the robustness of our algorithm; on the other hand, more 
simple and effective classification methods would be sought to optimize and improve the 
network. 
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