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Abstract 
 

In recent years, video surveillance research has been able to recognize various behaviors of 
pedestrians and analyze the overall situation of objects by combining image analysis 
technology and deep learning method. Human Activity Recognition (HAR), which is 
important issue in video surveillance research, is a field to detect abnormal behavior of 
pedestrians in CCTV environment. In order to recognize human behavior, it is necessary to 
detect the human in the image and to estimate the pose from the detected human. In this paper, 
we propose a novel approach for 2D Human Pose Estimation based on object detection using 
RGB-D information. By adding depth information to the RGB information that has some 
limitation in detecting object due to lack of topological information, we can improve the 
detecting accuracy. Subsequently, the rescaled region of the detected object is applied to 
ConVol.utional Pose Machines (CPM) which is a sequential prediction structure based on 
ConVol.utional Neural Network. We utilize CPM to generate belief maps to predict the 
positions of keypoint representing human body parts and to estimate human pose by detecting 
14 key body points. From the experimental results, we can prove that the proposed method 
detects target objects robustly in occlusion. It is also possible to perform 2D human pose 
estimation by providing an accurately detected region as an input of the CPM. As for the future 
work, we will estimate the 3D human pose by mapping the 2D coordinate information on the 
body part onto the 3D space. Consequently, we can provide useful human behavior 
information in the research of HAR. 
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1. Introduction 

Recently, a variety of intelligent video surveillance analysis is possible due to the 
improvement of artificial intelligence technology and computing ability [1]. Therefore, deep 
learning technology is applied to computer vision-based Human Activity Recognition (HAR), 
which is one of the methods that need to be developed for intelligent video surveillance 
analysis [2, 3, 46]. In the intelligent video surveillance system, technologies that robustly 
detect various abnormal behaviors of human such as pedestrians are needed. These techniques 
are closely related to the field of HAR, and can be recognized through a top-down approach 
that detects humans in the image and estimates the poses of the detected humans to recognize 
and predict various behaviors [4]. In general, the CCTV images used in the field of video 
surveillance have occlusion problems due to loss of topological information caused by 
projecting 3D real world in 2D image. The occlusion that causes inaccurate object detection 
can be resolved by using depth information. In addition, we can estimate the human pose by 
obtaining the skeleton model representing the human pose within the detected region through 
the object detection process. Estimating the human pose is a process for expressing the 
appearance of a human, and is a necessary process to show the numerous poses the human 
body can take. Therefore, estimating human pose is important to recognize human activity [5, 
6, 47]. 

In this paper, we propose a top-down approach to 2D Human Pose Estimation based on 
Object Detection using RGB-D information. First, we segment moving objects from the 
background in two horizontally connected CCTV environments. Depth information is 
combined with existing RGB information to solve occlusion and recognition problem due to 
lack of topological information of 2D image. The depth information can be obtained by 
calculating the disparity between the images generated from the left and right cameras and 
generating the depth map [25]. We perform object detection by segmenting an object using 
depth information in a region segmented by RGB information. 

Then the region of the detected object is rescaled to generate input data for pose estimation. 
The generated input data is applied to ConVol.utional Pose Machines (CPM), which is a 
sequential prediction structure based on ConVol.utional Neural Network (CNN) [7, 8]. In this 
paper, the prediction result of body parts can be obtained by using a pre-trained model such as 
MPII Human Pose Dataset [9]. Additionally, CPM is used to generate belief maps to predict 
the localization of keypoint representing human body parts. This belief map predicts the body 
part sequentially through the loss function at the output of each step of the CPM and provides 
clues to estimate the human pose by performing localization on 14 key body points per person. 
Finally, the human pose can be estimated by obtaining a skeleton model for the detected 
human in the image using the ordered pairs of detected 2D keypoint coordinates. 

The remainder of the paper is organized as follows. In Section 2, we introduce various 
researches for estimating the human pose based on deep learning in the field of HAR and 
explain the problem to be solved through the proposed method in this paper. In Section 3, we 
present an overview of the proposed 2D human pose estimation based on object detection 
using RGB-D information. The main process consists of two phases: object detection and 
human pose estimation. In Section 4, object detection method using RGB-D information is 
explained. In Section 5, a method for estimating 2D human pose is discussed. In Section 6 the 
experimental results of object detection and human pose estimation are included. The 
conclusion and further works to be studied more is discussed in section 7. 
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2. Related Work 
In the field of video surveillance, development of artificial intelligence technology has enabled 
various intelligent image analysis by applying deep learning based learning method. The HAR 
field recognizing the behavior of objects such as human being can recognize various human 
behaviors by applying intelligent image analysis technology using deep learning. Therefore, in 
order to recognize such human behavior, the researches for object detection, body part 
detection, and human pose estimation have been introduced [10-13]. 

Finding people in images through object detection is an important issue in many 
applications [40, 41]. Especially, it is important to detect and analyze motion of objects such as 
pedestrians in the image. However, detecting a specific object among the many moving 
objects remains an unresolved problem due to the occlusion between them since 2D images 
lack topological information. In this paper, we propose the approach to solve this problem by 
adding depth information to the conventional image data set. 

The main issues of human pose estimation research for recognizing human behavior are as 
follows. In computer vision, human beings can be regarded as objects of joints composed of 
moving parts that are connected to each other at specific joint points. Therefore, human pose 
estimation aims at extracting representative keypoints such as the joints of body parts from the 
feature of images. The human pose extracted through this method can be used to analyze 
human behavior in smart surveillance systems, control avatar motions in realistic animations, 
and interact with computers [14, 15, 16].  

The human pose estimation algorithm can be divided into a bottom-up approach and a 
top-down approach [4, 8, 17, 18, 19]. In the algorithm, the image is regarded as the lowest 
level and the human pose configuration is considered as the higher level. In addition, 
recognizing human behavior is considered to be at a higher level. Firstly, a bottom-up pose 
estimation algorithm forms a feature by collecting pieces of evidence for estimating the pose 
from the image. This method fuses low-level image evidence to extract high-level features. 
Meanwhile, the top-down pose estimation algorithm estimates the pose by collecting 
low-level image evidence at a high level. A common approach in both methods is to use a 
human detector and perform a single person pose estimation for each detection. Also, in order 
to improve the estimation accuracy, an attempt to combine an object detection and a 
recognition method has been made [22]. 

Recently, the Robotics Institute at Carnegie Mellon University has released the OpenPose 
library, the first real-time system to detect 130 keypoints representing multiple bodies, hands, 
and faces in a single image [20]. This system detects keypoint by learning models based on 
CPM [8]. The OpenPose library uses a bottom-up approach to learn the association between 
detected keypoints based on CPM [8, 19, 21]. When a CPM is applied to an image of several 
persons to detect keypoints, only a keypoint for one person is detected, and detection is not 
performed for the rest of the persons. In this research, we have attempted to detect a target 
object by combining the CPM that detects only this single body keypoint with a method of 
detecting the accurate region of the object. This approach can be classified into a top-down 
approach by detecting the target object first and then detecting the location of the keypoints 
that represent each body part within the detected region. 

In this paper, we propose a 2D pose estimation method based on object detection using 
RGB-D information. We adopt a top-down scheme and propose a 2D pose estimation method 
that combines an object detection process and a CPM structure. Usually, in the process of 
detecting an object, the occlusion between objects misleads the inaccurate object detection. In 



KSII TRANSACTIONS ON INTERNET AND INFORMATION SYSTEMS VOL.. 12, NO. 2, February 2018                                   803 

order to resolve the problem we attempted to perform object detection by adding depth 
information. 

3. The Proposed Approach for 2D Human Pose Estimation 

 
Fig. 1. Overview of the proposed approach 

 
In order to recognize and analyze the human behavior in the video surveillance system, the 
process of estimating human pose should be preceded. The human pose can be estimated by 
constructing a skeleton model for expressing human appearance and behavior in the image. In 
this paper, we propose a 2D human pose estimation method based on object detection using 
RGB-D information. The overall procedure of the proposed method in this paper is shown in 
Fig. 1, which explains the method of object detection using RGB-D information and the 
method of 2D human pose estimation process. 

In this research, two CCTV cameras installed horizontally are used to obtain depth 
information. First, the left and right images are obtained from two CCTVs as shown in Fig. 
1-(a). Then, in Fig. 1-(b), the foreground is segmented from the background using the Mixture 
of Gaussians technique on the original image [23]. This method is used to perform background 
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modeling and to perform a difference operation on moving objects from the background 
model. Depth information-based segmentation is performed within the segmented region 
using RGB information. In this case, the depth information can be obtained by generating the 
depth map by calculating the disparity between the two images as shown in Fig. 1-(c) [25].  

After the object detected based on the RGB-D information, the detected area is rescaled 
and cropped to generate input data. As illustrated in Fig. 1-(d), the obtained single image is 
applied to the CPM and it generates 14 belief maps to detect each body part of a person while 
iterating through the output steps of the network [8, 16, 33]. The structure of the network is 
described in detail in Section 5. The belief map in Fig. 1-(e) shows the body part prediction 
result and subsequently the position coordinates of the keypoint representing the human joint 
can be obtained based on the belief map. Finally, as shown in Fig. 1-(f), the human pose 
estimation is completed by making the skeleton model using the detected keypoint. In  section 
4, the object detection process using RGB-D information are expalined in detail. In section 5, 
the human pose estimation process of constructing a skeleton model using 2D keypoints is 
described. 

4. Object Detection using RGB-D information 
In the intelligent video surveillance system, robust detection of moving objects need to 
necessary to recognize human behavior. However, the loss of topological information occurs 
in the process of converting the 3D real world into 2D image information through the camera. 
As shown in Fig. 2, the loss of this information can mislead to the inaccurate object detection, 
thereby providing inaccurate information to the user. 
 

 
Fig. 2. Occlusion Problem 

 
Therefore, in this paper, object detection process is performed by adding depth information to 
existing RGB information to robustly detect an object. Detecting an object based on the 
RGB-D information is divided into two steps such as a process of segmenting an object from 
the background using RGB information and a process of performing a further segmentation 
using depth information on the preliminary segmented result based on RGB. 

4.1 Background Subtraction 
One of the simplest techniques for object detection is background subtraction, which identifies 
regions of interest by segmenting moving objects from the background. A moving object is 
segmented by extracting a region that changes over time from a background image. The 
process of detecting an object from the background is processed by subtracting the foreground 
model from the background model. First, the CCTV left image is used for background 
modeling. An initial background model is calculated using a Mixture of Gaussians technique 
which indicates the color distribution of each pixel point [23, 43]. In the Adaptive Mixture of 
Gaussian model, the following equation (1) is the probability of a pixel with intensity tI at 
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This background model is continuously updated over time to perform background modeling. 
The moving object is segmented by subtracting the moving object from the modeled 
background. In addition, noise is removed by performing a morphological operation to detect 
only objects of interest [24]. Fig. 3 shows the result of segmentation using only RGB color 
information. The left color images are input images and the right binary images are the results 
of background subtraction. 
 

 
Fig. 3. Background Subtraction 

4.2 RGB-D information based Segmentation 
In order to solve the problem shown in Fig. 2, in this paper, object detection is performed by 
utilizing depth information. The depth information can be obtained by calculating the disparity 
between the left and right images taken from two CCTVs installed horizontally [25]. The 
diparity of the images can be calculated by matching the feature points representing the same 
point on the two images in block units. The depth value calculated through the stereo-based 
block matching is represented by a value from 0 to 255, and the depth map can be generated 
based on the depth value. 

The depth value of the generated depth map is used to perform a further division in the 
region segmented by RGB. Therefore, the region segmented in the previous step is set as the 
domain from which the depth value is to be extracted. The depth value is sequentially searched 
in the domain to compare the previous pixel value with the current pixel value. Since the same 
object can be segmented into different objects or other objects can be segmented into the same 
object, a certain depth value range is set to perform the segmentation. If it is included in a 
certain range, it is regarded as the same object, otherwise it is regarded as another object. The 
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object is segmented by adding depth information to the RGB information, and the detection 
result is represented by performing labeling based on the center point of each segmented 
region.  

The result of object detection using RGB-D information is shown in Fig. 4. In Fig.  4-(a) 
shows the original image, Fig. 4-(b) is a depth map, Fig. 4-(c) shows the RGB-based 
segmentation result on the depth map, Fig. 4-(d) is the result of segmenting using the depth 
information in the set domain, and Fig. 4-(e) is the labeled object detection result. 

 

 
Fig. 4. Object Detection Result using RGB-D information 

5. 2D Human Pose Estimation 
In this research, we tried to estimate the human pose by first obtaining the region containing 
human and secondly executing the top-down approach of estimating the pose inside the region. 
The problem of estimating the human pose can be defined as the problem of detecting the 
position of the human joint [26, 46, 47]. Therefore, the human pose estimation process can be 
performed by detecting the keypoint representing the position of the joint.  

In this work, we represent the position of the joint for the pose estimation through 2D 
coordinates, and the body estimated from the predicted joint position is represented by the 
skeleton model. The models that follow this skeletal structure are called kinematic chain 
models [27]. The kinematic model provides enough information to estimate the human pose. 
The kinematic model allows us to incorporate prior beliefs about joint angles. To perform 
human pose estimation based on this model, CPM [8], which is an pose estimator, was used in 
this paper. In Section 5, we describe the 2D human pose estimation process in five phases: 
Image Rescale and Crop, ConVol.utional Pose Machines, Generating Belief Map, Body 
Keypoint Localization, and Skeleton Model. 
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5.1 Images Rescale and Crop 
According to the top-down approach, the human pose can be estimated in the region of the 
detected object using the RGB-D information. Information on the body part can be obtained 
by providing the pose estimator with an accurate region for estimating the human pose. The 
region of the detected object contains only one person and estimates the pose for only one 
person respectively. Therefore, the input data is generated by using the region of the detected 
object by the RGB-D information. Also, since the detected regions have different sizes, an 
input image is generated through the process of rescaling and cropping the region of the obejct 
[17, 28]. The process is as follows. Based on the RGB-D-based object's center, the image is 
cropped based on the labeled region. While the aspect ratio of the detected object is maintained, 
padding is added to the margin portion of the image to generate input data with a resolution of 
100x100 pixels. The input data of the generated single image becomes an input to CPM. The 
result of rescaling and cropping the detected area is shown in Fig. 5. 
 

 
Fig. 5. Rescaled and cropped images from the object regions 

5.2 ConVol.utional Pose Machines 
CPM is a CNN based sequential prediction framework which returns precisely N  belief maps 
(or heatmaps) for individual body joints [7]. The CPM was pre-trained using the MPII Human 
Pose Dataset, which contains over 25,000 images annotated body parts and contains over 400 
human activities [8, 9]. CPM is a state-of-the-art pose estimation system, achieving 88.5% 
PCKh in the MPII data set. The standard Percentage of Correct Keypoints (PCK) metric 
represents the percentage of detections that fall within a normalized distance of the ground 
truth. For MPII dataset, distance is normalized by a fraction of the head size (referred to as 
PCKh) [32, 42]. 

CPM is a pose estimator that implements the functions of existing Pose Machine 
architecture using CNN [7, 8, 32]. Pose Machine consists of two steps to predict the body part, 

)(⋅tg , that are trained to predict the location of each part in each level of the hierarchy. In the 
first step, the estimators produce an estimate of the confidence of each body part location 
based on the features computed in the image. In the next step, the estimators refine these 
confidences using additional information from the results of the previous step via the feature 
function ψ [7].  

The thp −  is a pixel location of anatomical landmark, 2ℜ∈∈ZYp , where Z  is the set of 
all ),( vu  location ),...,( 1 PYYY =  for all P part. In each stage }...1{ Tt∈ , the classifiers tg  
predict beliefs for assigning a location to each part, based on features extracted from the image 
at the location z  [7, 8]. zΧ  is the feature vector in the image patch for the t  level of the 
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hierarchy centered at location Z  in the image. In the first stage 1=t , therefore produces the 
following belief values: 

}...{)}({)( Ppp
p

z zYbg 011 ∈=→Χ     (3) 
 

In the equation (3), )(1 zYb p
p =  is the score predicted by the classifier 1g . All the beliefs of 

part p  are evaluated at every location Tvuz ),(=  in the image.  
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p

t
p
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In subsequent stages, the classifier predicts a belief for assigning a location to each part 

zYp = , based on features of zΧ  and feature computed on the confidences via the context 
feature function Ψ  for each part in the previous stage. The context feature function Ψ  at a 
location z  takes the confidence maps for the location of each part as input and generates 
features extracted at location z  of the confidence map p

tb . The context feature is a 
concatenation of scores at location z  extracted from the confidence maps of all parts [7]. At 
each stage, the belief provides an refined estimate of the location of each part p . 
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CPM is the replacement of these Pose Machine functions with a conVol.utional architecture. 
The CPM architecture used in this work is shown in Fig. 6.  
 

 
Fig. 6. Architecture of ConVol.utional Pose Machines 

 
The CPM architecture consists of several steps },...,1{ Tt∈  to generate a belief map. The 
predicted results of the previous step are used in the next step to predict the body part p  
sequentially. Thus, in step t , it is trained to repeatedly generate a belief map for body part p  
to predict position ),...,( 1 PYYY =  on the image of all body parts P . An ideal belief map 

)(* zYb p
p = for body part p  at all positions Tvuz ),(= ( Z  is the set of all positions ),( vu of the 
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image, Zz ∈∀ ) in an image is generated by placing a Gaussian peak in the ground truth of 
each body part p . Also, by defining the loss function as follows in the output of each step t  
that minimizes the distance between the predicted result for each body part and the ideal belief 
map, the network is repeatedly approached to the correct body part position. Therefore, the 
loss function to be minimized in the result of each step is shown in equation (6) ( P  parts plus 
one for background). 
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Using this loss function, the positional coordinates of the correct body part are obtained by 
adding the losses at each step. This is shown in equation (7). 
 

∑
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In this work, the pose was estimated using a model pre-trained by CPM. The CPM network 
structure consists of a conVol.utional layer that extracts only meaningful features from the 
input image and a pooling layer that performs subsampling to reduce the extracted features 
[29]. The activation function for extracting meaningful output values uses a ReLU (Rectified 
Linear Unit) function that outputs 0  if the input value is smaller than 0  and outputs the input 
value when it is larger than 0  [30, 44].  

The image input to the network structure of the CPM is normalized with a resolution of 
368368×  pixels, and the filter size and stride ( 22× ) are downsampled by 8  multiples after 

passing through the Max-Pooling Layer three times. The input image ( 368,368 == wh ) is 
downsampled to a resolution of 184184× , 9292× , 4646× pixels. When the feature is 
extracted through downsampling, the body part can finally be predicted.  

5.3 Generating Belief Map 
The CPM returns N belief maps for individual body joints, which can predict the position of 
keypoints representing the body joints through the belief map and estimate the human joint.  
Each stage of CPM is trained to generate a belief map repeatedly for each part location. The 
belief map is generated sequentially through the loss function at the output of each output 
stage t  of the CPM [8, 16, 33]. A belief map for each generated body part p  represents the 
body part prediction result.  

In this process, the points displayed on each belief map represent the maximum height 
values of the confidence generated by the CPM, and the belief maps representing the 
maximum values of each confidence become the predicted results for each body region. In the 
distribution of confidence values for the belief map, the x  and y  axes represent the resolution 
of 368368× , the input image size of the CPM, and the z  axis represents the confidence value. 
The distribution of confidence values for the 14 keypoints representing human joints to 
generate a belief map is shown in Fig. 7. In the figure, yellow indicates a high confidence 
value, and purple indicates a low confidence value. 
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Fig. 7. Distribution of confidence values 

 
In this paper, the confidence value is predicted by using a model pre-trained by CPM on the 
image of the detected region rescaled using RGB-D information. In addition, the coordinate 
point of the keypoint can be calculated using the maximum value of the confidence value 
predicted for each joint region of the body [8, 31, 32]. The belief map showing 14 keypoints 
per person is illustrated in Fig. 8. In this figure, 2D belief map was generated using the 
distribution of confidence values in Fig. 7. 2D Human Pose Estimation can be performed 
through the result of the keypoint localization using 2D belief map. 
 

 
Fig. 8. Belief Map 
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5.4 Body Keypoint Localization 

 
Fig. 9. Keypoints 

 
The generated belief map represents the location of the joint, which is a body part useful for 
estimating the human pose. In this research, 14 keypoints were set by dividing the position of 
the joint into Head, Neck, Shoulder, Elbow, Wrist, Hip, Knee, and Ankle as shown in Fig. 9. 
In order to detect the position of the keypoint using the belief map generated by the CPM, the 
position of the body keypoint can be predicted by calculating the centeral location of the point 
represented in the belief map [8, 31]. There are 14 keypoints per person. Keypoints: Head, 
Neck, Right Shoulder, Right Elbow, Right Wrist, Left Shoulder, Left Elbow, Left Wrist, Right 
Hip, Right Knee, Right Ankle, Left Hip, Left Knee, Left Ankle. The results of Body Keypoint 
Localization are shown in Fig. 10. 
 

 
Fig. 10. Body Keypoint Localization 
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5.5 Skeleton Model 
In estimating the pose for HAR, we use CPM to generate a belief map through each output 
stage. The generated belief map represents the predicted position of the keypoint, and the 
coordinate order pair of the keypoint can be calculated using the prediction result. Therefore, a 
skeleton model for representing the human pose can be generated by using the detected 2D 
keypoint ordered pair ),( yx . Such a skeleton model is capable of 2D human pose estimation. 
The result of 2D human pose estimation based on RGB-D information is finally shown in Fig. 
11. 
 

 
Fig. 11. Skeleton Model 

6. Experimental Results 
In the experiments, 450800× pixel images from 3D CCTV are used. Additionally, 
experiments were conducted using TensorFlow which is an open source library of deep 
running [45]. As for the experimental environments, AMD Ryzen 7 1700 3GHz CPU, 16GB 
RAM, NVIDIA GeForce GTX 1080 Ti GPU, and Windows 10 are utilized. 
 

 
Fig. 12. The result of comparing object detection method 
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Fig. 12 shows the comparative results between object detection method using only RGB 
information and object detection method using RGB-D information. Fig. 12-(a) is input image. 
Fig. 12-(b) is object detection using only RGB information. Fig. 12-(c) is object detection 
based on RGB-D information. From the experiment, we can support the efficiency of the 
proposed approach that is possible to detect objects robustly by resolving occlusion problem 
due to lack of topological information in RGB model. 

In this work, object detection was performed using the top-down approach, and then the 
human pose was estimated within the detected region. As a result, the accurate region of the 
target object is provided to the pose estimator using the RGB-D information, and the 
localization can be estimated by detecting the keypoint position. The results of the 2D human 
pose estimation are shown in Fig. 13. (Top) Input image of CPM. (Middle) Keypoint 
predictions using Belief Maps. (Bottom) 2D Human Pose Estimation. 
 

 
Fig. 13. The results of Human Pose Estimation based on Object Detection 

using RGB-D information 

7. Conclusion and Future Works 
In this paper, we proposed a 2D human pose estimation method based on object detection 
using RGB-D information. Based on the proposed approach, robust object detection was  
acquired using depth information, and pose estimation was performed within the region of the 
detected object. In the pose estimation process, keypoint prediction were obtained by 
sequentially generating belief maps using the pre-trained pose estimator CPM. Consequently, 
the human pose can be estimated by producing a human body model represented by a skeleton 
model using 14 keypoints of human joint positions.  

The proposed method solves the occlusion problem by performing object detection by 
adding depth information, and based on this object detection method, 2D pose estimation is 
performed using CPM, which is an pose estimator. Through a combination of RGB-D based 
object detection and CPM, we attempted a top-down approach to 2D human pose estimation. 
The human pose estimated with the proposed approach can be used in analyzing human 
behavior in smart surveillance systems, controlling the motion of avatars in animation. 
Therefore, as for the future work, the proposed method can be extended to the research of 3D 
pose estimation after mapping to a 3D human model using predicted 2D key point coordinates 
[34-39]. 
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