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Abstract 
 

Compression history detection plays an important role in digital multimedia forensics. Most 
existing works, however, mainly focus on digital image and video. Additionally, the existed 
audio compression detection algorithms aim to detect the trace of double compression. In real 
forgery scenario, multiple compression is more likely to happen. In this paper, we proposed a 
detection algorithm to reveal the compression history for MP3 audio. The statistics of the scale 
factor and Huffman table index which are the parameters of MP3 codec have been extracted as 
the detecting features. The experimental results have shown that the proposed method can 
effectively identify whether the testing audio has been previously treated with 
single/double/triple compression. 
 
 
Keywords: Compression detection, MP3 audio, scale factor, Huffman table index 

 
This research was supported by the National Natural Science Foundation of China (Grant No. 61300055, 
61672302), Zhejiang Natural Science Foundation (Grant No. LY17F020010, LZ15F020002), Ningbo Natural 
Science Foundation (Grant No. 2017A610123), Ningbo University Fund (Grant No. XKXL1509, XKXL1503) and 
K.C. Wong Magna Fund in Ningbo University. 
  
http://doi.org/10.3837/tiis.2018.02.007                                                                                                             ISSN : 1976-7277 



KSII TRANSACTIONS ON INTERNET AND INFORMATION SYSTEMS VOL. 12, NO. 2, February 2018                                   663 

1. Introduction 

Audio is a prevalent form in multimedia content [1, 2]. When dealing with music, movies, 
audio is always present supporting a significant amount of information [3]. However, with the 
rapid development of audio editing tools, it becomes very easy to tamper an audio file without 
leaving obvious additive clues. How to verify the audio’s authenticity and reliability has 
become an urgent issue that needs to be solved. Generally, audio forgery mainly involves the 
following steps. First, the target MP3 audio will be loaded into an audio editing software, and 
then some parts of the audio are modified. Finally, the modified audio is saved as a new MP3 
audio file. In fact, the loading operation is always with decompression and recompression will 
occur during the saving operation. That is, the forgery for an MP3 audio is always with double 
compression. Hence, by detecting the compression history of the questionable MP3 audio, it is 
helpful to identify the forgeries. 

Most works on compression history detection are focus on digital images [4, 5, 6] and 
videos [7]. Recently, a few methods for detecting double MP3 compression have been 
presented. Alessandro et al. [8] achieved the goal of detecting the real bit rate of MP3 audio by 
analyzing the power spectrum of audio under different bit rates. In [9], the absolute value of 
proportion for MDCT coefficient which is higher than a fixed threshold was utilized as the 
detecting feature. Qiao et al. [10] proposed a method based on the small value of MDCT 
coefficients. Yang et al. [11] utilized the Bendford law for detecting the double compressed 
MP3 audio. Bianchi et al. [12, 13] estimated the double compressed audios using the 
characteristics of MDCT coefficient distribution histogram. Besides, the encoding parameters, 
e.g., Huffman table index and scale factor, were used in the solution for double compression 
detection by Ma et al [14, 15]. 

However, all the existing algorithms only focused on detecting whether the suspicious MP3 
audio has been compressed once or twice. In a real scenario, the suspicious mp3 might have 
been double compressed before tampering. In addition, the forgers will decompress the 
tampered audio and compress it again to eliminate the artifacts left in the audio. As a result, the 
final tampered MP3 audios are very likely to be compressed more than twice. Therefore, the 
number of compressions, especially for multiple compressions, is the crucial information to 
evaluate the audio’s reliability. 

In this paper, we focused on detecting multiple MP3 compressions. Compared to double 
compression detection, multiple compression detection is a more challenge problem due to the 
following reasons. Firstly, for a given audio, with the increase of the number of compressions, 
the difference between two adjacent compressed audios gets more and more smaller. Secondly, 
more cases should be considered in detecting multiple compression because there will be more 
bit rate choices during encoding. The proposed detector is based on the statistical features 
extracted from MP3 encoder parameters and support vector machine. The experimental results 
show that the proposed algorithm can effectively detect double and triple MP3 compressions. 
This rest of this paper is organized as follows. Section 2 briefly reviews the MP3 encoding and 
introduces the encoding parameters used in this work. The detail of the proposed algorithm is 
presented in Section 3. In Section 4, the experimental results and discussions are provided and 
the conclusion is drawn in Section 5. 
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2. Review of MP3 Encoding 
MP3 [16] is still the most prevalent compressed audio format widely used to transfer music 
over the internet and store audio files on digital audio players. The block diagram of the typical 
MP3 encoder is shown in Fig. 1, which is a two-track structure. On the first track, the audio 
signal is split into 32 sub bands with the analysis filter bank. The modified DCT is performed 
in each sub bands, and then 576 MDCT coefficients are obtained for each granule. On the 
second track, the psychoacoustics model is used in the MP3 standard, which aims to ensure 
that the added noise is unperceived by the human ear. Here, the audio signal is mapped to the 
critical band after Fourier transform. Then the masking threshold in each partition is 
calculated by the frequency and energy of the corresponding audio signal. Since the 
quantization is operated based on the scale factor band, it needs to convert the masking 
threshold from frequency band to scale factor band. In this transition, the audio signal is also 
divided into long or short blocks by the perceptual entropy which is derived from the signal’s 
energy and the masking threshold. 
 

 
 

Fig. 1. Block diagram of MP3 encoder 
 

For each long block, the 576 MDCT coefficients are divided into 21 scale factor bands, and 
the coefficients for each short block are divided into 3 successive bands which consist of 12 
scale factor sub bands. After the division, the corresponding minimum allowable distortion is 
calculated based on the masking threshold and the energy of each scale factor band. Then the 
MDCT coefficients of each scale factor band are quantized and encoded into bit-stream 
through the iterative loop which is subdivided into three levels: frame, outer and inner loops. 
The loops module quantizes an input vector of spectral data in an iterative process according to 
several demands. The inner loop quantizes the input vector and increases the quantization step 
size until the output vector can be coded by Huffman coding with the available amount of bit. 
The quantization of the input vector of spectral values is done according to Eq. (1).  

  ( ) ( )
p

ix i xr i
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where ( )xr i  is the i -th MDCT coefficient, 1, 2, ,i N=   and ( )ix i  is the i -th quantized 
MDCT coefficient (QMDCT).     means taking the nearest integer values, and p  is the step 
size for quantization.  

The QMDCT coefficients are divided into three regions: big_value region, count1 region 
and rzero region. Since the coefficients in rzero region are all zeros, the encoder will skip over 
this region. The other two regions will be coded with 34 Huffman tables. Table 32 and table 33 
are for the count1 region. Tables 0 through 31 are used for the big_value region. It should be 
noted that the table 4 and table 14 are not used in MP3 standard. In addition, the big_value 
region is further subdivided into three sub-regions (region 0, 1 and 2) and each has its specific 
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Huffman table. The Huffman table used for each sub-region is determined by the maximum 
coefficient of the corresponding sub-region. 

After the inner loop, an outer loop will check the distortion of each scale factor band. If the 
allowed distortion is exceeded, the scale factors will be amplified by adding one. the encoder 
will be back into the inner loop until meeting the bit rate and distortion requirements. 

3. Proposed Algorithm 

3.1 Motivation 
As mentioned in Section 2, lossy compression is used in MP3 standard to remove perceptual 
redundancy. Most of the high frequency components are the typical redundancy, which is very 
hard to hear. In [8], it has been found that the high frequency components of MDCT 
coefficients will be decreasing gradually when the number of compression increases. Thus, 
compared to single compression, more high frequency components will be removed in double 
or multiple compressions. It can be inferred that for a given audio frame, the quantization step 
size will become larger than that in single compression. According to the description in 
Section 2, the scale factor will decrease and more Huffman table with small indices will be 
chosen when the step size increases.  

Fig. 2 shows the scale factor, Huffman table index and step size extracted from 2000 audios 
with five genres (Details of the audio are in Section 4). It can be seen that, with the increase of 
the number of compression, the scale factor decreases and the Huffman table index increases. 
 

 
Fig. 2. Encoder parameters with single, double and triple compressions 

 
Moreover, it can be seen from Fig. 2 that the loss of audio data will become more and more 

smaller with the increase of the number of compressions. That means that the difference 
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between double and triple compressed audios is smaller than that between single and double 
compressed audios. Thus, the statistical differences of these two parameters between the 
suspicious MP3 audio and its recompressed version could be considered as the evidence to 
detect the trace of multiple compression. 
 

3.2 Feature Extraction 
Three types of features extracted from scale factors and Huffman table indices will be used in 
the proposed algorithm, differential statistics, probability distribution and cross correlation. As 
shown in Fig. 3, all features are constructed in the following steps. Given an MP3 audio 1M  
under examination, we can decompress it into the time domain, and then recompress with the 
same bit rate as 1M  and obtain a new MP3 audio 2M . The number of frames in 1M  and 2M  
is denoted by N . Then the scale factors and Huffman table indices of these two MP3 audios 
can be obtained by decoding the  1M  and 2M . Finally, the detection features 1 2 16, , ,F F F   
can be calculated by the statistics of these codec parameters. 

 

 
 

Fig. 3. Block diagram of feature extraction 

3.2.1 Differential Statistics 
In this work, 21 scale factor bands of long block and 3 sub-regions of big_value region are 
considered. Thus, for one frame, there will be 21 scale factors and 3 Huffman table indices. Let 
( )1 ,s i j  and ( )1 ,h i k  denote the j  -th scale factor and the k  -th Huffman table index of the 

i  -th frame in 1M  MP3 audio, separately. Here, 1, 2, ,i N=  , 1,2, , 21j =   and 

1, 2,3k = . Similarly, ( )2 ,s i j  and ( )2 ,h i k   can be obtained from 2M . Then, the first two 

features are calculated from 1M  and 2M  over all frames, 
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Fig. 4 shows the  1F  and 2F   features obtained from 100 single/double/triple compressed 
MP3 audios randomly selected from 1000 audios. It can be seen that the two features can 
effectively distinguish various compression cases.  

 

 
Fig. 4. Differential statistics with the bit rate 128 kbps 

3.2.2 Probability Distribution 
The histograms of the scale factor and Huffman table indices are shown in Fig. 5 (a) and (b). 
Only the scale factors from 0 to 8 are considered in Fig. 5 (a). It can be seen that, with the 
increase of the number of compressions, there will be more zero scale factors and Huffman 
tables with indices 24, 25 and 26.  

 

 
Fig. 5. Histogram of scale factor and Huffman table index (bit rate =128kbps) 

 
Firstly, for M1  audio, the probability of the specific scale factor and Huffman table index 

can be calculated by, 
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where { }m ∈ , , , ,0 1 2 8  and { }r ∈ , , , ,0 1 2 31 . ( )δ ⋅ = 1  if and only if its 

argument is satisfied, otherwise ( )δ ⋅ = 0 . Similarly, we can obtain sp ,2  and hp ,2  from 

M2  audio. 
Then the third and fourth features can be calculated by, 

3 ,1 ,2s sF p p= −                                                         (5) 

4 ,1 ,2h hF p p= −                                                        (6) 
 

 
Fig. 6. Increments of probabilities for multiple compressed MP3 audios (bit rate =128kbps) 

 
It can be seen from Fig. 6 that these two features have good discrimination for various 

compression cases. As mentioned in Section 2, the 4th and 14th Huffman tables are not used in 
MP3 encoding. Meanwhile, the values of F4  for 21th, 22th, 23th, 29th, 30th and 31th are all 

close to 0. Thus, these 8 elements in F4  are removed. Finally, the dimensionality of the 
feature vector is 33 (9+32-8 = 33). 
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3.2.3 Cross-correlation coefficients 
Cross-correlation measures the similarity of two signals and autocorrelation is focused on the 
correlation of a signal with itself at the different time, which have been widely used as features 
in pattern recognition applications. In this work, we found that the difference between the 
cross-correlation and autocorrelation will become more and more smaller when the number of 
compression increases. Therefore, the statistics such as the mean, variance and Euclidean 
distance of the difference are extracted as the detecting features. 

First, the definitions of normalized autocorrelation α  and cross-correlation γ  for ( )x n  
and ( )y n , can be given by, 
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where ( )x n  and ( )y n  is supposed to have N  samples, and x , y  are the mean or average. 
Similarly, the auto-correlation and cross-correlation of the j  -th scale factors and k  -th 

Huffman table indices over all 1M  frames can be expressed as ( ),1 ,s j wα , ( ),1 ,s j wγ , 

( ),1 ,h k wα  and ( ),1 ,h k wγ .  For 2M , ( ),2 ,s j wα , ( ),2 ,s j wγ , ( ),2 ,h k wα  and ( ),2 ,h k wγ  
can be calculated. Here, 1, 2, , 21j =   and 1, 2,3k = . 

The final auto-correlation features for scale factor are defined by the mean, variance and 
Euclidean distance, 
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Similarly, the cross-correlation features for scale factor 6 7 8, ,F F F  can be expressed by 

( ),1 ,s j wγ  and ( ),2 ,s j wγ . For Huffman table index, we have 9 16F F− .  
Fig. 7 shows the boxplots of the cross-correlation features for  single, double and triple 

compressed MP3 audios, respectively. The symbol on the horizontal axis in Fig. 7 denotes the 
data group extracted at same conditions. For example, S13 in Fig. 7(a) means that this data 
group is extracted from the 13th scale factors of single-compressed audios. It can be seen that 
there is an obvious difference on cross-correlation with different compression cases. 
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Fig. 7. Cross-correlation features for multiple compressed MP3 audios (bit rate =128kbps). 

(a) scale factor, mean; (b) scale factor, variance; (c) scale factor, Euclidean distance; (d) Huffman table 
index, mean; (e) Huffman table index, variance; (f) Huffman table index, Euclidean distance. 

 

3.3 Classification 
The proposed detection algorithm is based on the features defined above and SVM classifier. 
It consists of a training stage and testing stage. In the training stage, the database for training is 
composed of a single-compressed audio set and multiple-compressed (double/triple) audio set. 
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Statistical features above-mentioned are extracted from each audio of the two sets and fed into 
the SVM to train a classification model. In the testing stage, the features extracted from a 
testing audio is used as the input feature into the trained model. 

4. Experimental Results 
An audio set has been built to evaluate the performance of the proposed algorithm. 2000 
uncompressed WAV audios are selected randomly as the uncompressed samples, which 
belong to five different genres: blues, classical, pop, country and folk. The sampling rate of 
each audio is 44.1 kHz and two different durations, 10 and 20 seconds have been adopted. The 
information of uncompressed wave audio is given in Table 1. The Lame-3.99.5 MP3 codec 
(available at http://lame.sourceforge.net) is employed throughout all the experiments. Seven 
bit-ratios (64, 80, 96, 112, 128, 160 and 192 kbps) are chosen during MP3 compression.  

 
Table 1. Information of uncompressed wave audio 

Durations blues classical pop country Folk 

10 200 200 200 200 200 

20  200 200 200 200 200 
 

LIBSVM [17] is used as the SVM classifier and RBF kernel and default parameters have 
been adopted in training stage. Before training, all features are normalized from -1 to 1. 
Meanwhile, cross-validation is performed in training model and testing, in which 70% audios 
in the set are randomly chosen for training a model, and the remaining 30% is used for testing. 
Every experiment repeats 10 times and the average is taken as the final result.  

To evaluate the performance of the proposed algorithm, two experiments have been 
considered in this work. The first experiment is double compression detection, in which the 
performances of the proposed method and some existed method [11, 13, 15] are compared. 
The other experiment is to verify the algorithm’s ability to detect triple compression. 

4.1 Double Compression Detection   
In this case, the single and double compressed samples are chosen as the positive and negative 
samples, respectively. The experimental results are shown in Table 2, in which BR1 and BR2 
stand for the bit rates adopted during single and double compression. It can be found that the 
proposed method is effective for separating single-compressed audio and double-compressed 
audio when BR2 is larger than BR1. 
 

Table 2. Accuracy of double compression detection by the proposed method (%) 

BR1 
BR2 

64 80 96 112 128 160 192 
64 95.78 98.07 98.84 99.11 99.93 100 100 
80  81.23 94.77 99.67 99.83 98.76 100 100 
96  74.90 90.56 98.72 99.13 99.89 99.93 99.89 
112  64.53 75.01 76.91 99.14 100 100 100 
128 60.77 63.12 64.56 92.91 99.74 99.89 100 
160  50.67 52.14 57.09 94.54 97.89 99.45 100 
192  50.78 51.23 57.99 93.56 96.32 97.09 98.26 

 

http://lame.sourceforge.net/


672                                               Diqun et al.: Compression history detection for MP3 audio 

In fact, the bitrate of the testing MP3 audio can be known by parsing the header information. 
However, the bitrate of the previous compression is blind to us. Therefore, we conduct the 
following experiment to validate the proposed method’s practicability. In this experiment, the 
single-compressed audio is generated by compressing the non-compressed WAV audio with 
BR1. For double-compressed audio, firstly, the non-compressed WAV audio is compressed 
with a bit rate randomly chosen from seven bit rates. And then we decompress it and 
recompress with BR1 to obtain the double-compressed audio. The experimental results are 
shown in Table 3. In most cases, the proposed algorithm achieves better performance than the 
other methods. For example, the accuracy of our algorithm is 97.21% at 112kbps bit rate, 
which is better than other methods. 

 
Table 3. Accuracy of double compression detection (%) 

Methods 
Bitrate(kbps) 

64 80 96 112 128 160 192 
Proposed 55.35 68.89 75.61 98.09 98.78 99.87 99.91 
Yang[8] 53.90 71.67 69.23 95.01 95.67 98.15 99.78 
Bianchi[10] 50.77 60.01 61.81 74.08 77.67 86.17 94.44 
Ma[12] 53.19 61.78 67.34 91.16 94.23 95.14 96.59 

 

4. 2 Triple Compression Detection   
There are several cases during triple compression detection. Let BR1 denote the bit rate used 
in single-compression, and BR2 for double-compression, BR3 for triple-compression. The 
results for the case that BR2 is equal to BR3 are shown in Table 4. It indicates that the 
proposed method can effectively detect the compression numbers. Especially when BR1 ≤  
BR2 = BR3, the highest detection rate can reach 100%. It can be observed that the 
performance of the proposed method is better than the method [12] in the multiple 
compression detection.  

 
Table 4. Accuracy of multiple compressed detection (Proposed / [12]) (%) 

BR1 
BR2=BR3 

64 80 96 112 128 160 192 
64 91.09/67.81 95.77/68.51 96.71/72.02 97.28/73.28 98.55/75.09 99.65/77.34 100/75.82 
80  90.27/56.55 93.66/61.92 94.06/67.13 97.54/68.95 98.92/73.19 99.07/75.06 100/73.88 
96  83.29/56.54 94.74/58.92 95.28/69.03 96.51/71.85 97.09/73.63 98.29/76.41 99.71/74.08 

112  75.13/51.17 82.78/55.33 90.27/67.25 94.72/75.12 95.09/79.02 98.42/72.34 99.01/70.01 
128  65.17/50.46 73.25/52.88 76.92/56.12 95.15/66.43 97.15/82.71 99.17/70.01 98.82/68.12 
160  61.54/50.99 64.52/52.67 68.90/53.74 95.85/59.03 96.33/62.35 98.20/77.41 97.78/73.76 

 
Since there are lots of cases when the BR2 is not equal to BR3, only 64kbps, 96kbps and 

128kbps, are considered, and the bit rate of the final compression is set as 128kbps. Hence, for 
each non-compressed WAV audio, there will be one single-compressed MP3 audio, three 
double-compressed MP3 audios and nine triple-compressed MP3 audios as shown in Table 4. 

From Table 5, it can be seen that the accuracy of the proposed algorithm is 98.66% when 
the MP3 audios are single-compressed by 128kbps. It means that most of the 128kbps 
single-compressed MP3 audios can be effectively discriminated from double and triple 
compressed MP3 audios. It should be noted that the detection accuracy is very low when the 
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audios are double compressed by 64kbps and 128kbps. That is that most of the 
double-compressed audios have been misclassified as the triple-compressed audio. It indicates 
that the proposed algorithm might lose its effectiveness to detect the compression trace when 
the audio was compressed from high bitrate to low bitrate, e.g., BR1>BR2, BR1<BR3 and 
BR2<BR3. Some high frequency components of the audio will be removed when the audio 
was compressed from high bitrate to low bitrate. This is coincided with the principle of MP3 
coding standard. On the contrary, more artificial information will be introduced when the 
audio is compressed from low bitrate to high bitrate. This is why the detection rate is relatively 
low at the high-to-low bitrate case. 

 
Table 5. Accuracy of multiple compression detection with the final bit rate is 128kbps (%) 

Final bit rate 128kbps Compression 
BR1(Kbps) BR2(Kbps) BR3(Kbps) Single Double Triple 

128 - - 98.93 1.07 0 
64 128 - 0 40.09 61.11 
96 128 - 0 37.81 64.38 

128 128 - 1.12 91.77 8.23 
64 64 128 0 24.12 75.88 
64 96 128 0 1.09 98.91 
64 128 128 0 2.14 97.86 
96 64 128 0 27.44 72.56 
96 96 128 0 14.08 85.92 
96 128 128 0 3.16 96.84 

128 64 128 0 35.97 64.03 
128 96 128 0 28.05 71.95 
128 128 128 0 4.43 95.57 

5. Conclusion 
Multiple compressed MP3 audio usually implies a forgery. Therefore, dectection of multiple 
compression is an important issue in audio forensics. In this paper, an algorithm for MP3 
multiple compression has been presented. The detection features are extracted from the 
statistics of scale factor and Huffman table index. The experimental results show that the 
proposed algorithm can effectively detect the compression history, especially when the MP3 
audio is compressed with BR1≤BR2≤BR3. The robustness of the proposed algorithm will be 
studied in our future work. 
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