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ON SOME SPECIAL DIFFERENCE EQUATIONS OF

MALMQUIST TYPE

Jie Zhang

Abstract. In this article, we mainly use Nevanlinna theory to inves-

tigate some special difference equations of malmquist type such as f2 +

(∆cf)2 = β2, f2+(∆cf)2 = R, f ′2+(∆cf)2 = R and f2+
(
f(z + c)

)2
=

R, where β is a nonzero small function of f and R is a nonzero rational

function respectively. These discussions extend one related result due to
C. C. Yang et al. in some sense.

1. Introduction and main results

In this article, we say that any function f is meromorphic always means
it is analytic everywhere except at its poles in the whole complex plane C,
i.e., if no pole occurs, then f is an entire function. We shall always assume
that any reader is familiar with the standard notations and basic results of the
Nevanlinna theory (see e.g., [4, 8, 9]). Let us denote by S(r, f) any quantity
satisfying S(r, f) = o{T (r, f)}, as r → ∞, outside of a set E with finite loga-
rithmic measure possibly, which is not necessary to be same at each occurrence.
One meromorphic function a is said to be a small function with respect to f
if and only if it satisfies T (r, a) = S(r, f). For any meromorphic function f of
finite order, we define its forward difference operator ∆cf = f(z+ c)− f(z), or
we can denote by ∆f = f(z + c)− f(z) briefly, where c is a nonzero constant.

In 2004, Yang and Li [7] studied one certain nonlinear differential equation
of malmquist type, and they provided successfully a necessary condition for
such type of equation to have one admissible solution. We present their result
as follows.

Theorem A (see [7]). Let a1, a2 and a3 be nonzero meromorphic functions.
Then a necessary condition for the differential equation

a1f
2 + a2f

′2 = a3
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to have a transcendental meromorphic solution satisfying T (r, ak) = S(r, f), k =
1, 2, 3, is a1/a3 ≡ constant.

Our main purpose of this article is to consider some special difference coun-
terparts of Theorem A utilizing the Nevanlinna theory, and now we describe
our results (see Theorems 1.1–1.4) in detail as follows.

Theorem 1.1. Let f be a transcendental entire function with finite order.
Suppose that f is a solution of the difference equation

(1) f2 + (∆cf)
2

= β2,

where β is a nonzero small function of f . Then after the transformation f =
βg, the difference equation of f above reduces to a differential equation of g
such that

g2 + (αg′)
2

= 1,

where α is a small meromorphic function of g, and α must have one zero at
least.

However in Theorem 1.1, we fail to find out any such necessary condition
as in Theorem A. Then for the case of difference equation (1) to admit a
transcendental entire function of finite order, we propose one conjecture with
regard to Theorem A as follows.

Conjecture 1. Let f be a transcendental entire function with finite order.
Suppose that f is a solution of the difference equation

f2 + (∆cf)
2

= β2,

where β is a small function of f . Then β ≡ 0.

Example 1. Let f(z) = (1 + i)
z
. Then it is a transcendental entire function

with finite order of the difference equation f2 + (∆cf)
2

= 0, where c = 1.

This example shows the existence of possible solution to equation (1) exactly
if β ≡ 0.

Remark 1. Suppose that β is a nonzero constant, for example, and we may
assume β = 1 without loss of generality. Then in a same way as in Theorem
1.3 later, we can get 2f = aeα + a−1e−α and 2i∆cf = aeα − a−1e−α, where a
is a nonzero constant and α is a nonconstant polynomial, furthermore we can
get e∆α = 1− i and e−∆α = 1 + i by eliminating f and ∆cf , a contradiction.
Thus the difference equation (1) admits no transcendental entire function with
finite order if β is a nonzero constant in Theorem 1.1.

For the difference counterpart of Theorem A, people also have researched
the topic on the finite order transcendental entire solutions of some special
difference equations such as

f2 + P 2f2(z + η) = Q, f2 + P 2f2(z + η) = Qeα,
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where P,Q, α are some polynomials and η is nonzero constant. For the detailed
description of those results, please refer to [1, 6, 10] etc. Here we also present
a result as follows, which may be considered as the general case that Q is a
nonzero rational function in some sense.

Theorem 1.2. Let f be a transcendental meromorphic function with finitely
many poles and σ(f) < ∞. If f is a solution of the differential-difference
equation

(2) f ′
2

+ f(z + c)
2

= R,

where R is a nonzero rational function and c is a nonzero constant, then R is
a nonzero constant and f is form of

f(z) = c1e
iz + c2e

−iz, c = kπ,

where c1, c2 are two nonzero constants such that 4c1c2 = R and k is an integer.

Theorem 1.3. Let f be a transcendental meromorphic function with finitely
many poles and σ(f) < ∞. Then f can not be a solution of the difference
equation

(3) f2 + ∆cf
2 = R,

where R is a nonzero rational function and c is a nonzero constant.

Theorem 1.4. Let f be a transcendental meromorphic function with finitely
many poles and σ(f) < ∞. If f is a solution of the differential-difference
equation

(4) f ′
2

+ ∆cf
2 = R,

where R is a nonzero rational function and c is a nonzero constant, then R is
a nonzero constant and f is of form

f(z) = c1e
2iz + c2e

−2iz + b, c = kπ + π/2,

where c1, c2 are two nonzero constants such that 16c1c2 = R, b is a constant
and k is an integer.

2. Some lemmas

To prove our results, we need some lemmas as follows.

Lemma 2.1. If f is a nonconstant rational function and it satisfies the fol-
lowing differential-difference equation

f ′ = k∆cf,

where k and c are two nonzero constants, then ck = 1 and f is a polynomial of
degree one.
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Proof. Let us express our assumption f ′ = k∆cf in another form

(5) f(z + c) = (1/k)f ′ + f.

First of all, we shall show that f is a polynomial. On the contrary, suppose
that z0 is a pole of f , then z0 + c also is a pole of f by comparing the order of
pole z0 on both sides of equation (5). By the cyclic utilization of this operation,
we can obtain that z0 + 2c, z0 + 3c, . . . , z0 + nc, . . . are also poles of f , which is
impossible for a nonconstant rational function. Therefore f is a polynomial.

If f is a polynomial of degree at least two, then we may set its Taylor
expansion as follows

(6) f(z) = anz
n + an−1z

n−1 + · · ·+ a0,

where an, an−1, . . . , a0 are some constants such that an 6= 0, and n is a positive
integer at least 2. From equation (6), we see

(7) f ′(z) = nanz
n−1 + (n− 1)an−1z

n−2 + · · ·+ a1

and

(8)

∆cf(z) = an
(
(z + c)

n − zn
)

+ an−1

(
(z + c)

n−1 − zn−1
)

+ · · ·+ a1c

= an
(
nczn−1 + C2

nc
2zn−2 + · · ·

)
+ an−1

(
(n− 1)czn−2 + · · ·

)
+ · · ·+ a1c

= anncz
n−1 +

(
anC

2
nc

2 + an−1(n− 1)c
)
zn−2 + · · ·+ a1c.

So from equations (5)-(8), we see{
annck = nan;

k
(
anC

2
nc

2 + an−1(n− 1)c
)

= (n− 1)an−1,

which means

{
ck = 1;

anC
2
nc = 0.

But it is impossible.

Thus f is a polynomial of degree one, and then we can obtain ck = 1
easily. �

Lemma 2.2 (see [8]). Let f be a nonconstant meromorphic function in the
complex plane and

R(f) =
p(f)

q(f)
,

where p(f) =
∑p
k=0 akf

k (ap 6≡ 0) and q(f) =
∑q
j=0 bjf

j (bq 6≡ 0) are two
mutually prime polynomials in f . If the coefficients ak, bj are small functions
of f , then

T
(
r,R(f)

)
= max{p, q}T (r, f) + S(r, f).

Lemma 2.3 (see [8]). Suppose that f1, f2, . . . , fn (n ≥ 2) are meromorphic
functions and g1, g2, . . . , gn are entire functions satisfying the following condi-
tions:

(i)
∑n
j=1 fje

gj ≡ 0;
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(ii) gj − gkare not constants for 1 ≤ j < k ≤ n;
(iii) For 1 ≤ j ≤ n, 1 ≤ h < k ≤ n, T (r, fj) = o{T (r, egh−gk)}(r → ∞, r 6∈

E).

Then fj ≡ 0 (j = 1, 2, . . . , n).

Lemma 2.4 (see [5]). Let f be a transcendental meromorphic solution of finite
order ρ of a difference equation of the form

H(z, f)P (z, f) = Q(z, f),

where H(z, f), P (z, f), Q(z, f) are difference polynomials in f such that the
total degree of H(z, f) in f and its shifts is n and that the corresponding total
degree of Q(z, f) is at most n. If H(z, f) just contains one term of maximal
total degree, then for any ε > 0, holds

m
(
r, P (z, f)

)
= O(rρ−1+ε) + S(r, f)

possibly outside of an exceptional set of finite logarithmic measure.

3. The proofs of main theorems

3.1. The proof of Theorem 1.1

Proof. On the one hand, by differentiating both sides of equation (1), we get

(9) ff ′ + ∆cf ·∆cf
′ = ββ′.

Multiplying by ∆cf on the both sides of equation (9), together with equation
(1), leads to

(10) ff ′∆cf + ∆cf
′(β2 − f2) = ββ′∆cf,

namely

(11) f(∆cf · f ′ −∆cf
′ · f) = ββ′∆cf − β2∆cf

′.

Set

(12) ϕ = ∆cf · f ′ −∆cf
′ · f.

Then it follows from equations (11)-(12) that

(13) fϕ = ββ′∆cf − β2∆cf
′.

By applying Lemma 2.4 to equation (13), we see

T (r, ϕ) = m(r, ϕ) = S(r, f),

which is to say that ϕ is a small entire function of f .
If ϕ ≡ 0, then it follows from equation (13) that ∆cf = c0β, where c0 is a

nonzero constant. By substituting ∆cf = c0β into equation (1), we see

f2 = (1− c02)β2,

which is impossible. Therefore we may assume ϕ 6≡ 0 in what follows.
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On the other hand, by eliminating β, β′ on the right sides of equations (1)
and (9), we get

(14) β′(f2 + (∆cf)
2
)− β(ff ′ + ∆cf ·∆cf

′) = 0,

which leads to
(15)

f(β′f − βf ′) = β∆cf ·∆cf
′ − β′(∆cf)

2
= ∆cf(β∆cf

′ − β′∆cf) = −∆cffϕ

β
.

Therefore it follows from equation (15) that

(16) ∆cf =
β

ϕ
(βf ′ − β′f).

Set f = gβ and α = β2/ϕ. Then it follows from equation (16) that

(17) g′ =
βf ′ − β′f

β2
=
ϕ∆cf

β3
,

namely ∆cf = g′β3/ϕ. Substituting this into equation (1) leads to

(18) g2 + (αg′)
2

= 1.

Lastly, if α 6= 0, then we see obviously that g is an entire function by comparing
the order of possible pole on both sides of equation (18), and then we can rewrite
equation (18) as the following form

g2 + (αg′)
2

= (g + iαg′)(g − iαg′) = 1,

which means g+iαg′ and g−iαg′ both do not have any pole or zero in a similar
way. Recalling g is of finite order, we can set

g + iαg′ = eγ

and

g − iαg′ = e−γ

respectively, where γ is a nonconstant polynomial. Therefore we obtain g =
cos p, where p = iγ is also a polynomial. Substituting g = cos p and f = βg
into equation (1) leads to

β(z + c)

β
=

cos p± sin p

cos(p+ ∆p)
=

cos p± sin p

cos p cos ∆p− sin p sin ∆p

=
1∓i

2 e2ip + 1±i
2

cos ∆p+i sin ∆p
2 e2ip + cos ∆p−i sin ∆p

2

.

We notice that the coefficients cos ∆p, sin ∆p, cos ∆p ± i sin ∆p(6≡ 0) are just
small functions of ep. Thus by applying Lemma 2.2 to the equation above, we
see

T (r, e2ip) = T
(
r,
β(z + c)

β

)
+ S(r, g) = S(r, g),

which is impossible. Thus α must have one zero at least. �
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3.2. The proof of Theorem 1.2

Proof. Suppose that equation (2) admits a transcendental meromorphic solu-
tion f with finitely many poles and σ(f) <∞, then we rewrite equation (2) as
the following form

(19)
(
f ′ + if(z + c)

)(
f ′ − if(z + c)

)
= R.

Since f just has finitely many poles and R is a nonzero rational function, then
equation (19) implies that f ′ + if(z + c) and f ′ − if(z + c) both have just
finitely many poles and zeros. Then equation (19) is equal to equation set

(20)

{
f ′ + if(z + c) = R1e

p;

f ′ − if(z + c) = R2e
−p,

where R1, R2 are two nonzero rational functions such that R1R2 = R and p is
a nonconstant polynomial. By solving f, f(z + c) from equation set (20), we
obtain

(21)


f ′ =

R1e
p +R2e

−p

2
;

f(z + c) =
R1e

p −R2e
−p

2i
.

By eliminating f from equation set (21), we see

(22) {iR1(z+c)e∆p−(R′1+R1p
′)}ep+{iR2(z+c)e−∆p+(R′2−R2p

′)}e−p = 0.

Since p is a nonconstant polynomial and e∆p is just a small function of ep, then
by applying Lemma 2.2 to equation (22), we see

(23)

{
iR1(z + c)e∆p = R′1 +R1p

′;

iR2(z + c)e−∆p = −(R′2 −R2p
′).

Thus equation set (23) means e∆p is a rational function, that is equal to say p is
polynomial of degree one. Set p(z) = az+ b, where a( 6= 0), b are two constants.
But equation set (23) shows

ieac ← ieac
R1(z + c)

R1
=
R′1
R1

+ a→ a

and

ie−ac ← ie−ac
R2(z + c)

R2
= −R

′
2

R2
+ a→ a,

as z →∞, which leads to

{
ieac = a;

ie−ac = a,
namely

{
eac = 1;

a = i,
or

{
eac = −1;

a = −i.
So we can obtain c = kπ, k ∈ Z.
If eac = 1 and a = i, then equation set (23) reduces to

(24)

{
i∆R1 = R′1;

i∆R2 = −R′2.
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If R1 is a nonconstant rational function, then from Lemma 2.1 and i∆R1 = R′1
presented in equation (24), we see c = −i. However eac = 1 means 1 = ic =
ac = 2kπi, k ∈ Z, which is a contradiction. So R1 is a nonzero constant, and
we can obtain that R2 also is a nonzero constant in a same way.

If eac = −1 and a = −i, then equation set (23) reduces to

(25)

{
i∆R1 = −R′1;

i∆R2 = R′2.

If R1 is a nonconstant rational function, then from Lemma 2.1 and i∆R1 =
−R′1 presented in equation (25), we see c = i. However eac = −1 means
−1 = ic = −ac = 2kπi + πi, k ∈ Z, which is a contradiction. So R1 is a
nonzero constant, and we can obtain that R2 also is a nonzero constant in a
same way.

Therefore we see that R1, R2 are just two nonzero constants, and then from
the second equation in equation set (21), we see that f is of form

f(z) = c1e
iz + c2e

−iz.

By substituting this form into equation (2), we see c1c2 = 4R based on a simple
calculation. �

3.3. The proof of Theorem 1.3

Proof. Suppose that equation (3) admits a transcendental meromorphic solu-
tion f with finitely many poles and σ(f) < ∞, then we reset equation (3) as
the following form

(26)
(
f + i∆cf

)(
f − i∆cf

)
= R.

Since f just has finitely many poles and R is a nonzero rational function, then
equation (26) implies that f + i∆cf and f − i∆cf both have just finitely many
poles and zeros. Then equation (26) is equal to equation set

(27)

{
f + i∆cf = R1e

p;

f − i∆cf = R2e
−p,

where R1, R2 are two nonzero rational functions such that R1R2 = R and p is
a nonconstant polynomial. By solving f ′, f(z + c) from equation set (27), we
obtain

(28)


f =

R1e
p +R2e

−p

2
;

∆cf =
R1e

p −R2e
−p

2i
.

By eliminating f from equation set (28), we see

(29) {i(R1(z+ c)e∆p −R1)−R1}ep + {i(R2(z+ c)e−∆p −R2) +R2}e−p = 0.
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Then by applying Lemma 2.2 to equation (29), we see

(30)

{
i(R1(z + c)e∆p −R1) = R1;

i(R2(z + c)e−∆p −R2) = −R2.

Thus equation set (30) means e∆p is a rational function, that is to say p is poly-
nomial with degree one. Set p(z) = az + b, where a( 6= 0), b are two constants.
But equation set (30) shows

i(eac − 1)← i(eac
R1(z + c)

R1
− 1) = 1

and

i(e−ac − 1)← i(e−ac
R2(z + c)

R2
− 1) = −1

as z → ∞, which leads to eac = 1 − i and e−ac = 1 + i respectively, a contra-
diction. �

3.4. The proof of Theorem 1.4

Proof. Suppose that equation (4) admits a transcendental meromorphic solu-
tion f with finitely many poles and σ(f) < ∞, then we reset equation (4) as
the following form

(31)
(
f ′ + i∆cf

)(
f ′ − i∆cf

)
= R.

Since f just has finitely many poles and R is a rational function, then equation
(31) implies that f ′ + i∆cf and f ′ − i∆cf both have just finitely many poles
and zeros. Then equation (31) is equal to equation set

(32)

{
f ′ + i∆cf = R1e

p;

f ′ − i∆cf = R2e
−p,

where R1, R2 are two nonzero rational functions such that R1R2 = R and p is
a nonconstant polynomial. By solving f ′, f(z + c) from equation set (32), we
obtain

(33)


f ′ =

R1e
p +R2e

−p

2
;

∆cf =
R1e

p −R2e
−p

2i
.

By eliminating f from equation set (33), we see
(34)
{i(R1(z+c)e∆p−R1)−R1p

′−R′1}ep+{i(R2(z+c)e−∆p−R2)+R′2−R2p
′}e−p=0.

By applying Lemma 2.2 to equation (34), we see

(35)

{
i(R1(z + c)e∆p −R1) = R1p

′ +R′1;

i(R2(z + c)e−∆p −R2) = R2p
′ −R′2.
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Thus equation set (35) means e∆p is a rational function, that is to say p is poly-
nomial with degree one. Set p(z) = az + b, where a( 6= 0), b are two constants.
Then equation set (35) shows

i(eac − 1)← i(eac
R1(z + c)

R1
− 1) = a+

R′1
R1
→ a

and

i(e−ac − 1)← i(e−ac
R2(z + c)

R2
− 1) = a− R′2

R2
→ a,

as z → ∞, which leads to eac = −1 and a = −2i. Then equation set (35)
reduces to

(36)

{
− i∆R1 = R′1;

i∆R2 = R′2.

Then from Lemma 2.1 and −i∆R1 = R′1 presented in equation (36), we see
c = i, however eac = e2 = −1, which is a contradiction. So R1 is a nonzero
constant, and we can obtain that R2 also is a nonzero constant in a same way.
There we prove R1, R2 are nonzero constants and a = −2i, c = kπ+π/2, k ∈ Z.

Form the first equation of set (33), we see that f has form

f(z) = c1e
2iz + c2e

−2iz + b,

where c1, c2 are two nonzero constants and b is a constant. Substituting it into
equation (4), we see c1c2 = 16R by a simple calculation. �
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