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ENLARGING THE BALL OF
CONVERGENCE OF SECANT-LIKE METHODS
FOR NON-DIFFERENTIABLE OPERATORS

ToaNNIs K. ARGYROS AND HONGMIN REN

ABSTRACT. In this paper, we enlarge the ball of convergence of a unipara-
metric family of secant-like methods for solving non-differentiable opera-
tors equations in Banach spaces via using w-condition and centered-like
w-condition meantime as well as some fine techniques such as the affine
invariant form. Numerical examples are also provided.

1. Introduction

In this study we are concerned with the problem of approximating a locally
unique solution z* of equation

(1.1) F(zx) =0,

where F' is an operator defined on a convex subset €2 of a Banach space X with
values in a Banach space Y.

In general, the solutions of these equations can be rarely be found in closed
form. That is why most solution methods for these equations are usually it-
erative. If F' is differentiable, the most known method is Newton’s method
[10]:

(1.2) { xo given in (Q,

Tnp1 = Tp — F'(xn) " F(2n), n>0.

To avoid some disadvantages of Newton’s method, many Newton-like methods
have been proposed, see [2,14]. If F is not differentiable, we cannot use the
derivative in the iterative methods. Then, we often use divided differences
[11] instead of derivatives. The best known method of this type is the Secant
method [1]:

(1.3) { Zg, T_1 given in ),

Tn+l = Tp — [xnflaxn;F]_lF(ajn)a n Z 0;
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18 I. K. ARGYROS AND H. REN

where, [u,v; F],u,v € Q is a first order divided difference [11], which is a
bounded linear operator from X to Y such that

(1.4) [u,v; Fl(u —v) = F(u) — F(v).

In order to improve the Secant method in some way, Ref. [6] proposed a
family of secant-like methods:

xo, T_1 given in Q, X € [0,1],
(1.5) Yn = ATp + (1 — N)2p_1, n >0,
Tp+l1 = Tn — [yn,in;F}le(l’n),

which are considered as a combination of the Secant method and Newton’s
method, since (1.5) is reduced to the Secant method (1.3) if A = 0 and, provided
that F is differentiable, to Newton’s method if A\ = 1, since y, = =, and
[Yn,@n; F] = F'(x,). Note that in [6], the authors show that the higher the
value of A € [0, 1] is, the higher the speed of convergence of (1.5) is, so that the
speed of convergence is close to that of Newton’s method (1.2) when A is close
to 1.

The study about convergence of iterative procedures is normally centered
on two types: semi-local and local convergence analysis. The semi-local con-
vergence matter is, based on the information around an initial point, to give
conditions ensuring the convergence of the iterative procedure. While the local
analysis is based on the information around the solution, to find estimates of
the radii of convergence ball.

A lot of works on the convergence of iterative methods including (1.2), (1.3)
and (1.5) have been given, see [1-6,8-16]. In the case of local convergence, F is
often supposed to be differentiable. Recently, Ref. [7] presents a new technique
to give an analysis of local convergence for the secant-like methods (1.5) when F
is non-differentiable. Two conditions are used to the local convergence analysis
in [7]:

(A1) Let a* be a solution of Eq. (1.1) and consider Z € Q with ||z* — Z|| =
§ > 0 so that the operator [z*,7; F]~! exists with ||[z*,Z; F] 7Y < ;

(A2) [lfa, g F] — [u,v; F)| < w(llz — ull, Jy — ol 2.y, u,0 € Q, where w :
R, xRy — R, is a continuous non-decreasing function in both arguments.

Some other conditions are also needed to ensure the convergence of (1.5),
see [7]. However, the main idea of [7] is the introduction of condition (A1).
Note that, based on conditions (Al), (A2) and some other conditions, the
convergence ball of (1.5) is given when F' is non-differentiable.

In the present paper, we enlarge the ball of convergence of (1.5), provide
tighter error bounds on the distances |z, — z*|| and an at least as precise
information on the location of the solution z*. We use the following new
ideas: (1) give the results in affine invariant form; (2) use w-condition and
centered-like w-condition meantime. Some other technique is also used in our
analysis. These advantages are obtained under the same computational cost,
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since in practice the computation of function w involves the computation of
new functions wy and @ (see Section 2) as special cases.

The paper is organized as follows: Section 2 contains the local convergence
analysis of method (1.5) under our new conditions. The numerical examples
including favorable comparisons with earlier study [7] are presented in the
concluding Section 3.

2. Improved local convergence analysis of method (1.5)

We present the local convergence of method (1.5) in this section. Denote
B(z,r) as a ball centered at z and with radius r. Firstly, we assume that
there exists a first order of divided difference [z,y; F] € L(X,Y), for all pair
of distinct points z,y € 2, where L(X,Y’) denotes the space of bounded linear
operators from X to Y, we suppose:

(C1) Let z* be a solution of Eq. (1.1) and consider z € Q with ||z* — Z|| =
§ > 0 so that the operator [z*,7; F]~! exists;

(C2) [ll2*, 7 F]~ Y, 3 F) — 2%, FY| < wolllz — 2l |y — &)@,y € 9,
where wp : Ry x Ry — Ry is a continuous non-decreasing function in both
arguments;

(C3) |[[z*, % F] (2,55 F] = [u, v FD)I| < @(llz — ull, [ly — vll), 2,5, u,0 €
Qo = QN B(z*,ro), where, 1o = sup{t > 0,wo(t,0 +t) < 1} € (0,4+00) and
w: Ry xRy — Ry is a continuous non-decreasing function in both arguments.

(C4) The equation

(2.1) D21 — Nt t) +wo(t,6+) —1=0

has at least one positive real root, the smallest positive root of (2.1) is denoted

by R; - - -
(C5) B(z*,R) CQ and wo(R,0+ R) < 1.

Lemma 2.1. Suppose the conditions (C1)-(C5) are satisfied. Then, for all

2,y € B(x*,R), [v,y; F]~! exists and
1
| < =
1—wo(R, 6+ R)

Proof. In view of (C1)-(C5), for any z,y € B(x*, R), we have

11— &%, 2 F] o,y FIl| = (|[2*, 25 F7 (2, F] = [27, % F))|
< wo(llz” — =], |z — yl])
S wo(flz” —zf], |z — 2™ + l|l=* — yl])
<wo(R,6+R) < 1.

(2.2) [z, y; F)~'[a*, Z; F)

(2.3)

By the Banach lemma on invertible operators [2], the operator [z, y; F]~! exists
and (2.2) holds. O

Theorem 2.2. Let F': D C X — Y be a nonlinear operator on a non-empty
open convexr domain Q of a Banach space X with values in a Banach space
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Y. Suppose that conditions (C1)-(C5) are satisfied. Then, fized X € [0,1), the
sequence {x,} generated by method (1.5), is well-defined, and converges to a
solution x* of Eq. (1.1) for all pair of distinct x_1,19 € B(z*, R).

Proof. First, from the density of real number, there must exist a real number
R e (0, R) such that x_1,2¢ € B(;zc*,ﬁl)7 since x_1,79 € B(x*, R). Second,
as A € [0,1), then, yo # xo and yo € B(x*,ﬁl) C B(z*,R) C Q. Therefore,
[Y0, z0; F] is well-defined and by Lemma 2.1, [yo, zo; F]~! exists. Moreover,
using the similar analysis as that in Lemma 2.1, we deduce that

1
(2.4) Ilyo, zo; F1 7 [2*, 2 F|| < -
1-—wy(R,6+R)

By the definition of R and 0 < R < R, we have

(2.5) w21 - MR, R)+w(R,6+R) <1,
that is to say, we have

w21 - NR,R)

2.6 — —
(29) 1-wo(R,6+R)

<1

Then, it follows

(2.7)
(B
= ||lzo — 2* — [yo, zo; F1 ™ F (o) + [yo, zo; F] 7 F(2*)||
= |[yo, wo; F] 2%, @ Flla*, 2 F] ™ ([yo, xo; F] — [wo, 2*; F]) (w0 — 2¥)||
< o @Uve — zoll, lwo — 2 [)llzo — 2|

o e O = Mz = ol lzo = 2*[)|zo — 27|

IN

o e (=N (lle—r = [ + [la* = o)), [lzo — 2™ [)llz0 — |

BRU-NEE )
S @ orm 7o =27l
< PRONRR |4y — )| = o — ¥ < R,

17W0(§,5+§)
which means z; € B(z*,R).

By induction, for any integer n > 0, z,11 is well-defined, and
w21 - MR, R)
1-wo(R,0+R)

w21 = NR ., R) \nt1
TS —7 —7 ) ”1'0
]. — Wo (R ,(5 + R )

which shows that {z,} converges to «* linearly. O

[€nt1 — 27| < [n — 2|

(2.8)

IA

— a7,
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Remark 2.3. (a) The results are now given in affine invariant form. The advan-
tages of affine invariant results over non-affine invariant results are well-known,
see [4].

(b)If v =1, wp = w =w and Qy = Q, then the new results coincide with the
ones of the paper of [7]. Otherwise, they constitute an improvement. Indeed,
we have that

(2.9) wo(t, 8) < yw(t, s).

The new equation (2.1) (i.e., R) is more precise than the corresponding equation
(7) (ie., R) in [7], if wo < yw or @ < yw. That is, we have

(2.10) R<R.

Notice that the definition of function @ depends on wg. This definition was not
possible before, when the old condition is only used. We also have that

(2.11) w(t,s) < yw(t,s),
since 2y C Q. The new error bounds are also better, since we have

w(2(1- MR, R)

(2.12) [#n41 — 2] < ————|lzn — 27,
1—wo(R,6+R)
instead of the less precise in the paper [7] given by
21 = MR, R
(213) ey - < PR NIy,

1—vyw(R,d+ R)
Concerning the uniqueness of the solution x*, we have the result:

Proposition 2.4. Suppose that the hypotheses of Theorem 2.2 are satisfied.
Moreover, suppose that there exists Ry > R such that

(2.14) wo(0,0+Ry) <1
or
(215) wo(ﬁl,é) <1,

then x* is the only solution of equation F(x) =0 in Oy = Q) B(z*, Ry).

Proof. Let y* € Q; with F(y*) = 0. Define operator T' = [z*,y*; F|. Using
(2.3) for x = z*, y = y* and (2.14), we get that

11— [a*, & F]7' T < wollla* — 2|, 17 — 2*|| + [la* — y*|))
< (.d()(076 +E1) <1,

so T~1 exists. Then, from the identity 0 = F(2*) — F(y*) = T(z* — y*),
we deduce that z* = y*. If (2.15) holds instead of (2.14), define operator
T = [y*,z*; F], use (2.3) for x = y*, y = * and (2.15) to arrive at

(2.17) I —[z*,2; F] ' Th|| < wo(R1,6) <1,

so Ty ! exists and from 0 = T (y* — 2*), we conclude again that z* = y*. [

(2.16)
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Remark 2.5. Uniqueness results were not given in [7]. But if they were condi-
tions (2.14) and (2.15) would have looked like

(2.18) yw(0,6 + Rp) < 1
or
(2.19) yw(Ro,d) < 1

for Ry > R. Then, again in view of (2.9), we would have
(2.20) Ro < R;.
That is the information on the uniqueness of the solution is at least as good
with our approach as the one in [7].
3. Numerical examples
We present two examples in this section.

Example 3.1. Let X =Y =R3, Q = (—1,1)3 and define F = (F}, F», F3) on
Q by

(3.1) F(z) = (e* — 1, eglx% + x9, 23 + %|x3|)T,

where, © = (1,22, 23). Obviously, 2* = (0,0,0) is a solution of Eq. (1.1) and
F is not differentiable at 2*. We choose Z = (0,0,0.01). For u = (uy,uz,us),
v = (v1,v2,v3) € R3, we choose [u,v; F] € L(X,Y) as follows [11]:

(32) [u,v; FL] = uj — Uj (Fi(ul, v ,’U,j,?)j+1, e ,Ug)
*Fi(ula"'auj—lavja'"av3))7 7’3] = 17273'
Let |lu]l = ||ulloo = max{|ui|,|usz|,|us|}. The corresponding norm on A €

R? x R? is [|A|| = maxi<i<3 > |aij|- So, we have

el_el 0 0
U1 —v1
(3.3) [u,v; F| = 0 Sh(ug +v2) +1 0
Jus | —|vs
0 0 1+ 10(us—0s)

Then, we have
d = ||l = Z|| = 0.01,

1 0 0
IL7H =Nl F) =1 | 0 1 0 =1,
0 0 3
and for z = (-131,,113275[73)7 Y= (y1’y27y3)’ u = (u17u27u3)7 v = (U17U27v3) € Qa

the following estimates hold:

(3.5) 1L ([, 3 F] = [2*, @ F)|
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el _ Y1

| 0 0
T1—Y1 1
= || 0 5 (12 +12) - |0| |
z3|— 1
0 0 11(3963—1;133) Toar
e—1 2
< maX{ (|$1|+|y1\) (\$2\+|y2|)»ﬁ}
e— 2
< —z* —
< (Hw o+ ly xn) =
and
(3.6)
1L~ ([, y; F] = [u, v; F])|
T = 0 0
= || 0 (22 — ug + Yo — v2) 0
0 0 lza|—lys| _ |us|—|vs]
11(x3—y3) 11(uz—wv3)
e e—1 2
< max{g (|21 —wi| +lyr —vil), ——= (w2 —wz| + |y2 — val), 77}
< — _
< Sllw—ull +ly—ol) + -
Here, in (3.5) and (3.6), we use the following inequalities
T 1
|e 1 — e _ 1| _ ‘/ (emlJr(lft)yl _ 1)dt|
1 — Y1 0
1 2
try + (11—t
= \/ (txy + (1 —t)yy + (t2 (2' )v1) + -0 )dt]
t
(3.7) \/ tar 4+ (1 =ty (1 + x1+(2' Dy 4o )dt]

1
S/ [te1 + 17t)y1|(1+§+-~~)dt

= 2 (‘.T1|+|y1|), Z1,Y1 697

6901 — eY ell — el1
(3.8) - |
Uy — v

_ ‘/ t:ElJr(l t)yl _ (6tu1+(17t)v1)dt|

— ‘/ / s(trl—i-(l t)y1)+(1—s)(tur+(1—t)v1)

(tx1 + (1 — t)y; — tuy — (1 — t)v1))dsdt|

< 5(\951 —u]+lyr —vil), @1, y1,u,01 €9,
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and
(3.9) |lzs] — lysll < |zs —yal,  x3,y3 € Q.
In view of (3.5), (3.6) and the definition of rq in (C3), we can choose
-1 2
wolt,s) = 5=t +5) + 7,
9 _ 6715
(3.10) ro = 1144445%47 ~ 0.47116276,
e —
2
w(t,s) = S(t+s) + 0,

and Eq. (2.1) becomes
(21 =Mt t) +wo(t,0+1t) —1
(3.11) e 2 e—1

2
=20 -N+1t+—+ 240)+——-1=
5=+ D+ 7+ (20 + 7 —1=0,

which has the unique solution

. %_6516
3.12 R=-11 2
(3.12) e(5-X) -1

Therefore, conditions (C1)-(C5) are satisfied and Theorem 2.2 applies.
Note that, if we use Theorem 2 in [7], we can choose

1
(3.13) &= [* — 3| = 0.01, v = ||[z*, 7 F]"}| = 1, w(t,s) = g(t +5) 4z,

since
(3.14)
[z, y; F] — [u,v; F

em:eyl _em :e'vl 0 0

T1—Y1 U1 —v1 o1
= || 0 5= (w2 — ug +y2 — v2) 0

0 0 lzal—lysl  |us|—|vs|
10(w37y3) 10(’M37U3)

e e—1 1

< max{g(jor —w| + |y = vi]), —5— (|22 — u2| + g2 — v2), 5}
e 1
S §(||‘T*U||+Hy*’l)”)+g, CE,,y,’LL,’UGQ.
Then, Eq. (7) in [7] becomes
e 1 e 1
3.15 —(2(1 = MNt+t -+ —(2t+6 - —1=0
(3.15) SR =N+ 24+ — 1=,
which has the unique solution
3 _ e

3.16 R=-_-52
(310 G-

It is easy to verify that
(3.17) R>R
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TABLE 1. The comparison results of R and R for values of A

A R R
0.0 0.108316809 0.086291066
0.2 0.119529030 0.093794637
0.4 0.133330498 0.102727459
0.6 0.150735198 0.113540876
0.8 0.173366063 0.126898626
0.9 0.187436606 0.13482979
0.99 0.202206759 0.142866003

holds for each A € [0,1). In Table 1, R and R are listed for some values of .
From this table, we can see that the ball of convergence for secant-like methods
(1.5) has been enlarged by using our new techniques.

Next we verify the results of uniqueness of the solution. Note that condition
(2.14) (or (2.15)) becomes

_ -1 — 2
(3.18) w0(0,6+R1):6—(6+R1)+H <1,
that is

_ 9 _ ey
(3.19) Ry < ——2— ~0.94232552.

2
So Proposition 2.4 applies and we can deduce that x* is the only solution of
Eq. (1.1) in Q) B(z*, R1) provided that we choose R; such that R; > R and
(3.19) is satisfied. Note also that if we use condition (2.18) (or (2.19)), we can
choose Ry such that Ry > R and

4

4 _eg
(3.20) Ry < 2—2- ~0.578607106.
2
Using (3.19) and (3.20), we see that (2.20) is true provided that we choose both
the biggest value to satisfy (3.19) and (3.20).

Example 3.2. Let us consider the boundary value problem (BVP) of second
order defined by the equation
d*x(s)

(3.21) o

+ pla(s)) = 0
with the boundary conditions
(3.22) z(0) = z(1) =0,

where p is a given function. Many problems in various disciplines can be
brought in a form like BVP (3.21)-(3.22). As examples: in Physics they ap-
pear in connection to Newton’s and numerous other laws; in Biology, they
are related to population dynamics modes; in Chemistry they are related to
the concentrations of different reagents during a reaction. It is worth noticing
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that BVP (3.21)-(3.22) is equivalent to solving the Fredholm integral equation
[2,6-8]:

o(s) = = [ Kl uta)ar

where the kernel K is the Green’s function

K(S’t):{ (1—-3s)t, t<s

s(1—1), s;t

for each (s,t) € [0,1] x [0,1]. In order for us to apply our results, we shall
discretize the BVP. Let p be a positive integer, set ¢ = ﬁ and t; = igq,

i=0,1,...,p+ 1. We use the popular standard approximation for the second
derivative given by

AR, Yoy :
(3.23) o BV T I T gy g,

q
To obtain a scheme for determining number x; and the approximate values
x(t;) of the true solution at the points t; we want

(3.24) w1 = 2x + w1 + ¢ (i) = 0.
The unknowns are zi,22,...,,, since g and z,4; are determined by the
boundary conditions (3.22). We usually simplify (3.24) by using the matrix
and vector notation: x= (z1,x2,...,2;)T, v= (u(z1), p(z2),. .., u(z,))T and
-2 1 0 . . . 0
1 -2 1 . . . 0
M| 0 1 2 . . . 0
-2

Using (3.24) and the preceding notation we can equivalently write

(3.25) F(x) = M(x) +¢*(v),

where F': Q C R? — RP and Q = (—1,1). Notice that if u(x) is not linear in
X, equation

(3.26) F(x)=0

can be solved by algebraic methods only in special cases. That explains why we

resort to iterative methods such as secant-like method (1.5) to solve equations
like (3.26). Let us specialize function p by

(3.27) u((x(s)) = el =& 1,
Then, operator F is not differentiable on 2. Notice that the solution of BVP
is x*(s) = 0 for each s € [0,1]. Choose p = 3, x = (z1,22,73)T, v =

(elorl — 1, el#2l — 1 elosl — )T x* = (0,0,0)T, (x = (0,0,—0.01)7. Using the
divided difference, norm and notation introduced in Example 3.1 and along
the same lines, we get for o = 1.0050164, 6 = ||z* — Z|| = 0.01, v = || L7} =
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TABLE 2. The comparison results of R and R for values of A

A R R
0.0 0.169336765899 0.14368280109369
0.2 0.186865358007 0.15617695771053
0.4 0.208441842052 0.17105095368296
0.6 0.235651429556 0.18905631722854
0.8 0.271031324865 0.21129823690249
0.9 0.293028468158 0.22450437670889
0.99 0.31611934234 0.23788543227432

—1

1 00 1 0 O
Iz*, 2 F) Y = o 1 o =l o1 o =1

0 0 « 0 0 ot
Moreover, as in (3.5), (3.6), (3.14), respectively, we can set

—1 —1
wo(s,t) = 2 s (s+ )+l (1-a)| = < 5 (5 1) +0.004991700279,

@(s,t) = g(s +£) + 0.004991700279
and . .
w(s,t) = 5(8 +t)+|1—a| = 5(5 + 1) + 0.0050164.
Then, we get under our approach

2(1 = 2la (1 —a)) + (1 —e)d

k= (5—2\)e — 2 ’

.- 2(1 — e Y1 —a)]) + (1 —€)d
0 2(e — 1) ’

R - 2(1— |a_1(1€—7041)|) —(1—e)d

and under the approach in [7]
R 2(1 = 2la~ (1 —a)]) — e
B (5—2)\e ’
20— 1 —a|) —ed
. .
Notice that a parameter like 7o was not used in [7] but if it was (with wg
replaced by w in the definition of 7), then
2(1—-]1—al)—ed
2e '

Then, again we obtain results for each A € [0, 1], since R > R. See also Table
2.

Ry =

To =
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