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Optimal PID Controller Design for DC Motor Speed Control System 
with Tracking and Regulating Constrained Optimization 

via Cuckoo Search 
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Abstract – Metaheuristic optimization approach has become the new framework for control synthesis. 
The main purposes of the control design are command (input) tracking and load (disturbance) 
regulating. This article proposes an optimal proportional-integral-derivative (PID) controller design for 
the DC motor speed control system with tracking and regulating constrained optimization by using the 
cuckoo search (CS), one of the most efficient population-based metaheuristic optimization techniques. 
The sum-squared error between the referent input and the controlled output is set as the objective 
function to be minimized. The rise time, the maximum overshoot, settling time and steady-state error 
are set as inequality constraints for tracking purpose, while the regulating time and the maximum 
overshoot of load regulation are set as inequality constraints for regulating purpose. Results obtained 
by the CS will be compared with those obtained by the conventional design method named Ziegler-
Nichols (Z-N) tuning rules. From simulation results, it was found that the Z-N provides an impractical 
PID controller with very high gains, whereas the CS gives an optimal PID controller for DC motor 
speed control system satisfying the preset tracking and regulating constraints. In addition, the 
simulation results are confirmed by the experimental ones from the DC motor speed control system 
developed by analog technology. 
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1. Introduction 
 
In control context, there are two main purposes of 

control system design [1-7]. The first one is called 
command tracking (or input following), while the second 
one is called load regulating (or disturbance rejection). In 
industrial applications, using the proportional-integral-
derivative (PID) controllers for industrial applications was 
first introduced by Minorsky in 1922 [8]. To-date, the PID 
controller has been a worldwide solution for an effective 
control and more than half of industrial automatic 
controllers are of PID type. Not only ease of use and 
simple realization, but the PID also can achieve two main 
purposes of control as mentioned above. Tuning parameters 
of PID controller is a challenging work. Regarding to 
conventional design method for obtaining appropriate 
parameters of PID controller, one can proceed with 
available analytical design methods or tuning rules. Mostly 
the analytical design methods assume known plant models 
[1-4, 8-11] while the tuning rules assume known process 
responses [9, 12-13]. Those analytical design methods and 
tuning rules, however, have some particular conditions 
concerning the plant models, such as dead time or transport 
lag, fast and slow poles, real and complex conjugated zeros 
and poles, as well as unstable poles, etc. These conditions 

make those design methods and tuning rules non-general. 
Moving toward new era, the intelligent control design 

has been transferred from the conventional framework to 
new paradigm based on modern optimization [14-15]. 
Finding optimal parameters of PID controller can be 
considered as the optimization problem. Modern optimi-
zation using the selected powerful metaheuristic techniques 
as an optimizer (or solver) has been accepted and applied 
to PID design optimization, for example of some popular 
metaheuristic applications, designing of the PID controller 
by genetic algorithm (GA) [16-23], designing of the PID 
controller by particle swarm optimization (PSO) [24-32] 
and designing of the PID controller by ant colony 
optimization (ACO) [33-36]. However, almost all research 
works considered only tracking purpose of control system 
design. 

In 2009, the cuckoo search (CS) was firstly proposed by 
Yang and Deb [37] as one of the most efficient population-
based metaheuristic optimization techniques. The CS 
algorithm is based on the obligate brood parasitic behavior 
of some cuckoo species in combination with the Lévy 
flight behaviour of some birds and fruit flies. The global 
convergent property of the CS algorithms has been proved 
and reported [38]. By literatures, the performance of the 
CS was evaluated against many benchmark problems 
including unconstraint, constraint, deterministic, stochastic, 
single-objective and multi-objective [37-40]. It was found 
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that the CS is very promising and could outperform 
existing popular population-based metaheuristic algorithms 
such as GA and PSO [37-40]. Moreover, the CS has been 
successfully applied to several real-world engineering 
problems such as spring design optimization [39], welded 
beam design [39-40], multiple disc brake [40] and optimal 
PID controller design [41-43].  

By literatures about applications of metaheuristic 
techniques to optimal PID controller design as mentioned 
earlier, the objective functions (error between the referent 
input and the controlled output) were mostly set to be 
minimized with tracking constraint. By those approaches, 
the command tracking and the steady-state responses of the 
controlled system would be treated, but the disturbance 
rejection response of the controlled system would be 
unpredictable. The motivation of this work is to propose 
the general design approach for optimal PID controller in 
which the command tracking and disturbance rejection 
responses of the controlled system will be simultaneously 
considered. In this article, the CS is applied to optimal PID 
controller design problem for DC motor speed control 
system based on modern optimization approach with 
tracking and regulating constraints. The sum-squared error 
between the referent input and the controlled output will be 
set as the objective function to be minimized. The rise time, 
the maximum overshoot, the settling time and the steady-
state error will be performed as constraints for tracking 
purpose, while the regulating time and the maximum 
overshoot of load regulation will be set as constraints for 
regulating purpose. Results obtained by the CS will be 
compared with those obtained by one of the conventional 
design methods named Ziegler-Nichols (Z-N) tuning rules 
[12]. This article consists of five sections as follows: 
introduction, problem formulation of the PID controller 
design, CS algorithms, results and discussions and finally 
conclusions as appeared in section 1-4 and 5, respectively. 

 
 

2. PID Design Problem Formulation 
 
This section begins with the DC motor plant model used 

in this work. Then, the PID control loop and PID optimi-
zation problem with tracking and regulating constraints 
will be followed. 

 
2.1 DC motor plant model 

 
A DC motor is a useful machine transforming electrical 

energy to mechanical energy. It is a well-known device and 
widely used in industrial applications as an actuator. The 
schematic diagram of an armature-controlled DC motor 
can be represented in Fig. 1[44-45], where ea(t) is armature 
voltage, ef(t) is field voltage, Ra is armature resistance, La is 
armature inductance, Rf is field resistance, Lf is field 
inductance, ia(t) is armature current, if(t) is field current, 
eb(t) is back-emf voltage, T(t) is motor torque, J is moment 

of inertia, B is viscous friction, w(t) is motor speed and q(t) 
is motor position. 

Once if(t) is assumed to be constant, the induced torque 
T(t), the armature voltage ea(t) and the back-emf voltage 
eb(t) can be expressed in (1), (2) and (3), respectively [4, 
44-45], where Kt is torque constant and Kb is back-emf 
constant. By taking the Laplace transform of (1), (2) and 
(3), the s-domain transfer function of a DC motor can be 
formulated and written as stated in (4).  
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Commonly, using a DC motor needs a power amplifier 

as a driver. Due to this scheme, the DC motor plant 
consists of a driver and a DC motor as shown in Fig. 2. The 
driver model is approximated by the first-order transfer 
function as stated in (5), where KA is driver gain and tA is 
driver time constant. Therefore, the DC motor plant model 
can be rewritten as stated (6). 
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As a testing rig, the DC motor plant consists of a DC 

motor (LEYBOLD-DIDACTIC GMBH, Type 731-91, 0.3 
kW, 220 V, 2.2 A, 2000 rpm) and a driver (SCR full-wave 

 
Fig. 1. Schematic diagram of DC motor 

 

 
Fig. 2. DC motor plant 
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controlled rectifier) as shown in Fig. 3. A speed sensor 
(tacho-generator LEYBOLD, Type 731-09) and a low-pass 
filter are also conducted. The parameters of this motor 
plant have been identified and obtained at 1,000 rpm as 
follows: Ra = 54.7280 W, La = 1.5104 H, J = 36.4277 kg-
m2, B = 0.0988 N-m-sec/rad, Kt = 2.7761 N-m/A, Kb = 
1.6046 V/rpm, KA = 3.4449 and tA = 0.3350 sec. Very good 
agreement between actual speed response and the plant 
model can be observed in Fig. 4. The DC motor plant in (6) 
can be written in (7).  

 
2.2 PID controller loop 

 
A feedback loop of DC motor speed control with PID 

controller is represented in Fig. 5, where Gp(s) and Gc(s) 
are the plant and the PID controller, respectively. The 
model in (7) will be used as the plant Gp(s) in Fig. 5. The 
PID controller receives error signal E(s) and generates 
control signal U(s) to control output C(s) and regulate load 
disturbance D(s) referring to referent input R(s). The time-
domain and s-domain functions of the PID controller are 
stated in (8) and (9), where Kp, Ki and Kd are the 
proportional, integral and derivative gains, respectively. 
The closed loop transfer function with PID controller is 
given in (10). The main purposes of control are to make the 
C(s) tracking the R(s) and simultaneously regulating the 
C(s) whenever the D(s) is applied into the control loop at 
Tdist as virtualized in Fig. 6. 
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Fig. 3. DC motor plant testing rig 

 
Fig. 4. Plots of actual speed response and plant model 

 
Fig. 6. Tracking and regulating purposes 
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Fig. 5. PID control loop 



Deacha Puangdownreong 

 http://www.jeet.or.kr │ 463

2.3 PID design optimization problem 
 
The PID controller design optimization for DC motor 

speed control by the CS can be represented by the block 
diagram in Fig. 7. The sum-squared error between R(s) and 
C(s) is set as the objective function fobj expressed in (11). 
For command tracking purpose, rise time (tr), maximum 
percent overshoot (Mp), settling time (ts) and steady-state 
error (ess) are set as the inequality constraints stated in (12). 
For load regulating purpose, regulating time (treg) and 
maximum percent overshoot of load regulation (Mp_reg) are 
set as the inequality constraints also stated in (12). The PID 
design problem is to search for optimal parameters Kp, Ki 
and Kd in (11). The fobj will be fed back to the CS tuning 
block to be minimized in order to find the optimal PID 
parameters satisfying to the inequality constraints as stated 
in (12). Referring to the inequality constraints expressed in 
(12), both tracking and regulating constraints are proposed 
together to cover two main purposes of control system 
design simultaneously. If the tracking part is considered, 
while the regulating is ignored, the command tracking 
response of the controlled system will be treated, but the 
disturbance rejection response will be unpredictable. On 
the other hand, if the regulating part is conducted, while 
the tracking is not considered, the disturbance rejection 
responses of the controlled system will be treated, but the 
command tracking response will not be guaranteed. 
Therefore, setting the inequality constraints with tracking 
and regulating as shown in (12) can guarantee both 
command tracking and disturbance rejection responses of 
the controlled system. The values of tr, Mp, ts, ess, treg and 
Mp_reg appeared in (12) are set from the preliminary study 
and simulation of this system. This is the problem-
dependent of each system of interest.  
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3. Cuckoo Search Algorithms 
 
In 2009, Yang and Deb proposed the cuckoo search (CS) 

[37] as one of the most powerful population-based 

metaheuristic optimization techniques. In CS algorithm, 
each cuckoo lays one egg at a time, and dumps it in a 
randomly chosen nest. The best nests with high quality of 
eggs (solutions) will carry over to the next generation. The 
number of available host nests is fixed, and a host can 
discover an alien egg with a probability pa ∈ [0, 1]. The CS 
algorithms can be represented by the flow diagram as 
visualized in Fig. 8.  

 
Fig. 7. CS-based PID control design optimization 

 

 
Fig. 8. Flow diagram of CS algorithms 
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New solutions x(t+1) for cuckoo i can be generated by 
using a Lévy flight as stated in (13). Symbol Lévy(l) in 
(13) represents a Lévy flight providing random walk with 
random step drawn from a Lévy distribution having an 
infinite variance with an infinite mean as expressed in (14), 
where t stands for the time. In another way, the step length 
s of cuckoo flight can be calculated by (15), where u and v 
are drawn from normal distribution as stated in (16), where 
N is denoted as the normal distribution. Standard 
deviations of u and v are also expressed in (17), where G is 
the standard Gamma function.  
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From their preliminary parametric studies, Yang and Deb 

provided the recommendations for users to set the search 
parameters of the CS for most optimization problems [37, 
38, 39, 40]: the numbers of nests n = 15 to 25, a = 1.0, b = 
1.5 and the probability fraction pa = 0.25 to 0.5. 

Once the CS is applied to design the PID controller for 
DC motor speed control system, its algorithms can be 
represented step-by-step to show how the CS find the 
optimal parameters Kp, Ki and Kd of the PID controller as 
follows. 

Step-0 Perform the objective function fobj as (11) with 
the inequality constraint functions as (12), the search 
spaces of Kp, Ki and Kd as (12), Max_Gen and Gen=1. The 
numbers of nests (numbers of cuckoos) = n. In this step, 
the initial solutions x* (initial values of Kp, Ki and Kd) are 
randomly generated within the given search spaces. 

Step-1 If Gen<=Max_Gen, n cuckoos find the new 
nests by Lévy flight in (15) associated with formulations 
(16) and (17) to lay their eggs in the random nests. 
Otherwise, report the optimal solution x* (Kp, Ki and Kd). 

Step-2 If m (m<=n) cuckoos’ eggs are found by hosts, 
m cuckoos have to find the new nests by Lévy flight in (15) 
associated with formulations (16) and (17) again to lay 
their eggs in the random nests. 

Step-3 New solutions (Kp, Ki and Kd) will be calculated 
via (13). Then, they are evaluated by the objective function 
fobj in (11) and the inequality constraint functions in (12). 

Step-4 If the fobj with new solutions is less than the fobj 
with old solutions, the solutions x* (Kp, Ki and Kd) will be 
updated. Otherwise, the old solutions x* are maintained.  

Step-5 Update Gen= Gen+1, and go back to Step-1 to 
proceed the next generation. 

4. Results and Disscussions 
 
The CS is applied to design an optimal PID controller 

for DC motor speed control system. Referring to Fig. 7, the 
CS algorithms were coded by MATLAB running on Intel(R) 
Core(TM) i5-2430M, 2.4 GHz, 8 GB-RAM computer. 
The search parameters of the CS are set according to the 
recommendations [37-40], i.e. n =20, a =1.0, b =1.5 and 
pa = 0.3. Max_Gen = 100 is set as the TC. The design 
approach runs 100 trials with different initial solutions to 
obtain the best solutions (Kp, Ki and Kd ). After the search 
process stopped, the convergent rates of the proposed 
objective function in (11) are depicted in Fig. 9. The optimal 
parameters of the PID controller are successfully obtained as 
stated in (18). 
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For comparison, the second method of Z-N is applied in 

this work to design the PID controller for DC motor speed 
control system. Details of the Z-N design tuning rules are 
omitted in this article. Readers can find its more details 
from [12]. The PID controller designed by the second 
method of Z-N is then stated in (19).  
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Fig. 9. Convergent rates of objective function 

 
Fig. 10. Responses without and with PID designed by Z-N 
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Fig. 11. Responses without and with PID designed by CS 

 
4.1 Simulation results 

 
The PID controllers for DC motor speed control system 

obtained by the second method of Z-N in (19) and the CS 
in (18) are conducted for simulation via MATLAB as 
visualized in Fig. 10 and Fig. 11, respectively. From Fig. 
10, it was found that the PID controller designed by the Z-
N provides very fast and very high overshoot response, i.e. 
tr = 0.17 msec., ts = 2.88 msec., Mp = 64.48% and ess = 
0.00%. Once considering the controller gains in (19), it 
was found that the values of Kp, Ki and Kd are very great 
and probably cannot be realized by any hardware. This 
leads the PID controller designed by the Z-N impractical 
for implementation.  

Referring to Fig. 11, it was found that the PID controller 
designed by the CS gives the reasonable response 
satisfying the inequality constraints in (12): for tracking, 
tr=0.15 msec., ts=0.42 sec., Mp=5.58% and ess = 0.00% and 
for regulating, Mp_reg=16.47% and treg=2.36 sec. These 
results show the main advantage of the proposed design 
approach and obtained responses superior to the 
conventional design method such as the Z-N design tuning 
rules. When considering the controller gains in (18), it was 
found that the values of Kp, Ki and Kd are possible to be 
realized by any hardware. This leads the PID controller 
designed by the CS practical for realization and 
implementation. 

 
4.2 Experimental results 

 
To confirm the simulation results, the DC motor speed 

control system with PID controller needs to be implemented. 
The DC motor control system is developed as a testing rig 
by using an analog technology as shown in Fig. 12 to 
perform the experimental results. An optimal PID controller 
designed by the CS is realized by op-amp LM335 and RC 
network to ensure real-time operation. Signal conditioning 
circuits including low-pass filter and zero-span circuit are 
also employed. The electrical load is applied for the step 
load disturbance input. With this scheme, the DC generator 
(load) is also conducted to generate the output voltage for 
electrical load.  

From testing, the experimental results of the DC motor 
speed control system with PID controller designed by the 

CS are depicted in Fig. 13. The PID controller designed 
by the Z-N cannot be implemented due to the high values 
of controller gains. From Fig. 13, the system response at 
1,000 rpm provides tr=1.25 sec., ts = 2.60 sec., Mp = 6.50%, 
Mp_reg=18.50%, treg=2.25 sec. and ess=0.00%. Once 
comparing to the simulation results, the system output from 
experimental results gives slower response. This is because 
of the DC generator (load) added into the system. It makes 
the entire time constant of the system greater. The time-
delay occurred in the output response as appeared in Fig. 
13 is due to the TCA785 trigger circuits and power 
electronic devices installed in full-bridge rectifier circuits. 
However, when considering the overall system response, it 
was found that the experimental results are corresponding 
to the simulation ones. Moreover, the developed system 
can efficiently regulate the load disturbance of 90% of 
motor rated.  

 
 

5. Conclusions 
 
Design of an optimal PID controller for the DC motor 

speed control system with tracking and regulating 
constrained optimization by using the cuckoo search (CS), 
one of the most powerful population-based metaheuristics, 
has been proposed in this article. Based on the modern 
optimization, the sum-squared error between the referent 
input and the controlled output has been set as the 

 
Fig. 12. DC motor speed control system testing rig 

 

 
Fig. 13. System responses (experimental results) 
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objective function, while the rise time, the maximum 
overshoot, the settling time and the steady-state error have 
been set as tracking constraints and the regulating time and 
the maximum overshoot of load regulation have been set as 
regulating constraints. As simulation results compared with 
the Ziegler-Nichols (Z-N) tuning rules, it was found that 
the Z-N provided very high gains of PID controller which 
cannot be realized and implemented, while the CS revealed 
an optimal PID controller for DC motor speed control 
system satisfying both tracking and regulating constraints. 
In this work, the simulation results have been confirmed by 
the experimental ones from a testing rig of DC motor speed 
control system developed by analog technology. For the 
overall system response, the experimental results are 
corresponding to the simulation ones. In future research, 
the proposed design approach will be extended to design 
the proportional-integral-derivative-accelerated (PIDA) 
controllers for real-world control systems. Moreover, the 
CS algorithms need some modifications in order to speed 
up the search process and guarantee the exactly optimal 
solution found in general case.  
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