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CLOSURE PROPERTY AND TAIL PROBABILITY

ASYMPTOTICS FOR RANDOMLY WEIGHTED SUMS OF

DEPENDENT RANDOM VARIABLES WITH HEAVY TAILS

Lina Dindienė, Remigijus Leipus, and Jonas Šiaulys

Abstract. In this paper we study the closure property and probability
tail asymptotics for randomly weighted sums SΘ

n = Θ1X1+· · ·+ΘnXn for

long-tailed random variables X1, . . . , Xn and positive bounded random
weights Θ1, . . . ,Θn under similar dependence structure as in [26]. In

particular, we study the case where the distribution of random vector

(X1, . . . , Xn) is generated by an absolutely continuous copula.

1. Introduction

Let X1, . . . , Xn be real-valued random variables (r.v.s) with corresponding
distributions F1, . . . , Fn and let Θ1, . . . ,Θn be arbitrarily dependent positive
bounded r.v.s, independent of X1, . . . , Xn. Denote the randomly weighted sum
by

(1.1) SΘ
n := Θ1X1 + · · ·+ ΘnXn.

The primary interest of this paper is to focus on the following two questions.
First is the closure property of the sum SΘ

n , where the primary (heavy-tailed)
r.v.s X1, . . . , Xn possess some general dependence structure. More precisely,
the question is the following: given that distributions F1, . . . , Fn are from the
long-tailed distribution class (denoted by L , see Section 2), whether the dis-
tribution function (d.f.) of sum SΘ

n belongs to the same class L ? Second
question we address here, is the asymptotic equivalence of the tail probabilities
P(SΘ

n > x) and P(SΘ+
n > x), where SΘ+

n := Θ1X
+
1 + · · · + ΘnX

+
n , i.e., for a

given dependence structure among the heavy-tailed r.v.s X1, . . . , Xn, whether
it holds that

P(SΘ
n > x) ∼ P(SΘ+

n > x)(1.2)
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for x → ∞? Relation (1.2) is not only of theoretical interest but also has
practical implications as it allows, for large x, to replace the sum of real-valued
r.v.s by much easier to handle sum of r.v.s concentrated on [0,∞).

The first problem in the case Θ1 = · · · = Θn = 1 reduces to the question of
convolution closure for the class L , which was studied by Embrechts and Goldie
([5], Theorem 3(b)) when n = 2 (in fact, they proved the closure property for
more general class Lγ) and by Ng et al. [17]. The closure property for some
other heavy-tailed classes was considered in [2, 6, 8, 12, 18, 23, 24]. The closure
property for randomly weighted sums SΘ

n was studied in [3,26]. The probability
tail asymptotics for sums SΘ

n of independent heavy tailed r.v.s X1, . . . , Xn with
Θ1, . . . ,Θn being nonnegative bounded r.v.s were investigated in [3,18–20,25],
among others; some dependence among X1, . . . , Xn was allowed in [4,7,11,13,
21], etc. We note that both mentioned questions are closely related: the proof
of asymptotic equivalence (1.2) is based on the uniform closure property (see
Lemma 3.1 and Remark 5.1 below).

Recently, Yang et al. [26] considered the randomly weighted sum SΘ
2 under

the following dependence structure between real-valued r.v.s X1 and X2:

P(X2 > x|X1 = y) ∼ h1(y)F2(x),

P(X1 > x|X2 = y) ∼ h2(y)F1(x), x→∞,
(1.3)

uniformly in y ∈ R, where hk : R 7→ (0,∞), k = 1, 2, are measurable functions.
Such a dependence structure, proposed in [1], can be easily checked for some
well-known bivariate copulas, allowing both positive and negative dependence,
see, e.g., [1], [14], [26]. The main result of [26] is the following theorem.

Theorem 1.1 ([26]). Assume that X1, X2 are real-valued r.v.s with distribu-
tions Fk ∈ L , k = 1, 2, satisfying relation (1.3); Θ1,Θ2 are arbitrarily depen-
dent, but independent of X1, X2, and such that P(a ≤ Θk ≤ b) = 1, k = 1, 2,
with some constants 0 < a ≤ b <∞. Then the distribution of SΘ

2 is in L and
relation (1.2) holds.

The goal of the present paper is to extend the result on the closure property
and tail asymptotics of randomly weighted sums SΘ

n under similar dependence
structure to (1.3) for any n ≥ 2. Also, we study the case where the distribution
of random vector (X1, . . . , Xn) is generated by an absolutely continuous copula.
In particular, we show that, if the distribution of (X1, . . . , Xn) is generated by
the FGM copula, Fk ∈ L ∩ D (see Section 2), k = 1, . . . , n, and P(0 < Θ ≤
b) = 1, k = 1, . . . , n, then the probabilities P(SΘ

n > x) and P(SΘ+
n > x) are

asymptotically equivalent to
∑n
k=1 P(ΘkXk > x).

The rest of the paper is organized as follows. Section 2 presents the main
results of the paper. Their proofs are given in Section 3. Section 4 focuses to
the dependence generated by a copula, and, particularly, by the FGM copula.
Auxiliary results are given in Section 5.
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2. Main results

Throughout this paper, all limit relationships hold for x tending to∞ unless
stated otherwise. For two positive functions u(x) and v(x), we write u(x) ∼
v(x) if limu(x)/v(x) = 1; write u(x) . v(x) if lim supu(x)/v(x) ≤ 1. For a
real number x, write x+ = max{x, 0}. The indicator function of an event A is
denoted by 1IA. For any distribution F , define its tail distribution by F = 1−F .

A distribution F is called long-tailed, denoted by F ∈ L , if F (x+y) ∼ F (x)
holds for every fixed y; is called dominatedly varying-tailed, denoted by F ∈ D ,
if lim supx→∞ F (xy)/F (x) < ∞ for any y ∈ (0, 1); is said to have a consis-
tently varying tail, denoted by F ∈ C , if limy↗1 lim supx→∞ F (xy)/F (x) = 1.
A d.f. F supported on [0,∞) belongs to the class S (is subexponential) if

limx→∞
F∗F (x)

F (x)
= 2, where F1∗F2 denotes the convolution of F1 with F2. In the

case where d.f. F is concentrated on R, we write F ∈ S if F+(x) = F (x)1{x≥0}
belongs to S .

Let n ≥ 2 be an integer. Consider the real-valued r.v.s X1, . . . , Xn with
corresponding distributions F1, . . . , Fn, such that Fk(x) > 0 for k = 1, . . . , n,
and assume the following dependence structures.

Assumption A. For each k = 2, . . . , n relation

(2.1) P(Xk > x|X1 = y1, . . . , Xk−1 = yk−1) ∼ gk(y1, . . . , yk−1)Fk(x)

holds uniformly for (y1, . . . , yk−1) ∈ Rk−1, i.e.,

lim
x→∞

sup
(y1,...,yk−1)∈Rk−1

∣∣∣∣P(Xk > x|X1 = y1, . . . , Xk−1 = yk−1)

gk(y1, . . . , yk−1)Fk(x)
− 1

∣∣∣∣ = 0,

where gk : Rk−1 7→ R+ := (0,∞), k = 2, . . . , n, are measurable functions.

Assumption B. For each k = 2, . . . , n relation

(2.2) P

( k−1∑
i=1

wiXi > x|Xk = y

)
∼ h

(w)
k (y)P

( k−1∑
i=1

wiXi > x

)
holds uniformly for y ∈ R and wk−1 := (w1, . . . , wk−1) ∈ [a, b]k−1, with some
positive constants 0 < a ≤ b <∞, i.e.,

lim
x→∞

sup
y∈R

sup
wk−1∈[a,b]k−1

∣∣∣∣P
(∑k−1

i=1 wiXi > x|Xk = y
)

h
(w)
k (y)P

(∑k−1
i=1 wiXi > x

) − 1

∣∣∣∣ = 0,

where h
(w)
k ≡ hk(w1, . . . , wk−1, ·) : R 7→ R+, k = 1, . . . , n, are measurable func-

tions.

If, for some i ∈ {1, . . . , k − 1}, yi = y∗i in (2.1) is not possible value of
Xi, i.e., P(Xi ∈ ∆) = 0 for some open interval containing y∗i , then the condi-
tional probability in Assumption A is understood as unconditional and there-
fore gk(y1, . . . , y

∗
i , . . . , yk−1) = 1 for such yi. The same agreement holds for

(2.2).
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Clearly, the uniformity in (2.1) and (2.2) implies that Egk(X1, . . . , Xk−1) =

Eh
(w)
k (Xk) = 1 for k = 2, . . . , n.

Our first main result is the following theorem.

Theorem 2.1. Let X1, . . . , Xn be real-valued r.v.s satisfying Assumptions A,
B, and let Θ1, . . . ,Θn be random weights, independent of X1, . . . , Xn, such that
P(a ≤ Θk ≤ b) = 1, k = 1, . . . , n. If Fk ∈ L for all k = 1, . . . , n, then d.f.
P(SΘ

n ≤ x) belongs to L .

In order to obtain our second main result we have to strengthen the assump-
tion of dependence from Assumptions A, B to the following:

Assumption C. For arbitrary nonempty sets of indices I = {k1, . . . , km} ⊂
{1, 2, . . . , n} and J = {r1, . . . , rp} ⊂ {1, 2, . . . , n}\I, relation

P

(∑
k∈I

wkXk > x
∣∣Xr1 = yr1 , . . . , Xrp = yrp

)
∼ h

(w)
I,J (yr1 , . . . , yrp)P

(∑
k∈I

wkXk > x

)
holds uniformly for (yr1 , . . . , yrp) ∈ Rp and (wk1 , . . . , wkm) ∈ [a, b]m, 0 <

a ≤ b < ∞, with some measurable function h
(w)
I,J : Rp 7→ R+, such that

h
(w)
I,J (yr1 , . . . , yrp) is bounded uniformly in wk ∈ [a, b], k ∈ I and (yr1 , . . . , yrp) ∈

Rp.
Clearly, Assumption C implies both Assumptions A and B with gk(y1, . . . ,

yk−1) ≡ h
(w)
{k},{1,...,k−1}(y1, . . . , yk−1) and h

(w)
k (y) ≡ h

(w)
{1,...,k−1},{k}(y), k =

2, . . . , n.

Theorem 2.2. Let X1, . . . , Xn be real-valued r.v.s satisfying Assumption C
and let Θ1, . . . ,Θn be random weights, independent of X1, . . . , Xn, such that
P(a ≤ Θk ≤ b) = 1, k = 1, . . . , n. If Fk ∈ L for all k = 1, . . . , n, then

P(SΘ
n > x) ∼ P(SΘ+

n > x) ∼ P(MΘ
n > x),(2.3)

where MΘ
n := max{SΘ

1 , . . . , S
Θ
n }.

Remark 2.1. In the case n = 2, conjunction of Assumptions A and B coincides
with Assumption C, which is the same as condition (1.3). Thus, Theorems
2.1–2.2 generalize the result in Theorem 1.1.

Remark 2.2. If conditions of Theorem 2.2 are satisfied and X1, . . . , Xn are
independent, then relations (2.3) were proved by Wang ([21], Lemma 4) and
Chen et al. ([3], Theorem 2.1); moreover, the interval [a, b] can be extended to
(0, b] if, additionally, Θk’s are positively associated (see Theorem 2.2 in [3]).
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Remark 2.3. Note that, in general, equivalence relations in (2.3) can not be
extended to

P(SΘ
n > x) ∼

n∑
i=1

P(ΘiXi > x).

Let n = 2, Θ1 = Θ2 = 1 and let X1, X2 be independent r.v.s. According
to [12], F1 ∈ S and F2 ∈ S does not imply that convolution of F1 and
F2 is in S , unless F1 = F2. Hence, both convolution closure and property
F1 ∗ F2(x) ∼ F1(x) + F2(x) do not hold in S . Therefore, equivalence relation
P(X1 + X2 > x) ∼ P(X1 > x) + P(X2 > x) is not valid in L since S ⊂ L ,
see also discussion in [2].

3. Proofs of main results

3.1. Proof of Theorem 2.1

The proof of Theorem 2.1 is essentially based on the uniform closure property
of the sum Swn := w1X1 + · · · + wnXn: if Assumptions A and B are satisfied
and each Fk ∈ L , then the distribution of sum Swn is uniformly in L too, in
the sense of the following lemma.

Lemma 3.1. Let X1, . . . , Xn (with n ≥ 2) be the real-valued r.v.s with corre-
sponding distributions F1, . . . , Fn and let Assumptions A, B hold. If Fk ∈ L ,
k = 1, . . . , n, then for any K > 0 the relation

P
(
Swn > x−K

)
∼ P

(
Swn > x

)
(3.1)

holds uniformly for wn = (w1, . . . , wn) ∈ [a, b]n.

Proof. It is sufficient to prove that

(3.2) lim sup
x→∞

sup
wn∈[a,b]n

P(Swn > x−K)

P(Swn > x)
≤ 1.

By Remark 2.1, relation (3.1) holds for n = 2 (see Lemma 3.1 in [26]).
Suppose that relation (3.2) holds for some n = N ≥ 2, i.e.,

(3.3) P(SwN > x−K) ∼ P(SwN > x)

with above uniformity. We will prove that (3.2) holds for n = N + 1. This will
prove the statement of the lemma.

Let ε ∈ (0, 1) be an arbitrary constant. Since FN+1 ∈ L , we have that

(3.4)
P(XN+1 > x−K)

P(XN+1 > x)
≤ 1 + ε

if x ≥ x1 > 0. Also, condition (2.1) implies that

(1− ε)FN+1(x)gN+1(y1, . . . , yN ) ≤ P(XN+1 > x|X1 = y1, . . . , XN = yN )

≤ (1 + ε)FN+1(x)gN+1(y1, . . . , yN )(3.5)

for all yi ∈ R, i = 1, . . . , N and x ≥ x2 ≥ x1.
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If x ≥ max{bx2, x2}, then

P(SwN+1 > x−K)

P(SwN+1 > x)

(3.6)

=
(
∫
D1

+
∫
D2

)P(wN+1XN+1>x−K−
∑N

i=1 wiyi|X1=y1,...,XN=yN )dFX1,...,XN
(y1,...,yN )

(
∫
D3

+
∫
D4

)P(wN+1XN+1>x−
∑N

i=1 wiyi|X1=y1,...,XN=yN )dFX1,...,XN
(y1,...,yN )

=:
I11(x) + I12(x)

I21(x) + I22(x)
≤ max

{
I11(x)

I21(x)
,
I12(x)

I22(x)

}
,

where

D1 := {(y1, . . . , yN ) :

N∑
i=1

wiyi ≤ x− bx2 −K},

D2 := {(y1, . . . , yN ) :

N∑
i=1

wiyi > x− bx2 −K},

D3 := {(y1, . . . , yN ) :

N∑
i=1

wiyi ≤ x− bx2},

D4 := {(y1, . . . , yN ) :

N∑
i=1

wiyi > x− bx2}.

Since x ≥ bx2, x ≥ x2 ≥ x1, relations (3.4), (3.5) imply that

sup
wN+1∈[a,b]N+1

I11(x)

I21(x)

(3.7)

≤ 1 + ε

1− ε
sup

wN+1∈[a,b]N+1

∫
D1

P(wN+1XN+1 > x−K −
∑N
i=1 wiyi)gN+1(y1, . . . , yN )dFX1,...,XN

(y1, . . . , yN )∫
D1

P(wN+1XN+1 > x−
∑N
i=1 wiyi)gN+1(y1, . . . , yN )dFX1,...,XN

(y1, . . . , yN )

≤ 1 + ε

1− ε
sup

wN+1∈[a,b]N+1

sup
(y1,...,yN )∈D1

P(wN+1XN+1>x−K−
∑N

i=1 wiyi)

P(wN+1XN+1>x−
∑N

i=1 wiyi)

≤ 1 + ε

1− ε
sup
z≥x2

P(XN+1>z−K)
P(XN+1>z)

≤ (1 + ε)2

1− ε
.

On the other hand, condition (2.2) implies that

(1− ε)h(w)
N+1(yN+1)P(SwN > x) ≤ P(SwN > x|XN+1 = yN+1)

≤ (1 + ε)h
(w)
N+1(yN+1)P(SwN > x)(3.8)

for all yN+1 ∈ R, wN ∈ [a, b]N and x ≥ x3. Hence,

I22(x) = P
(
SwN > x− bx2, S

w
N+1 > x

)
≥ P

(
SwN > x, SwN+1 > x

)
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= P(SwN > x,XN+1 ≥ 0) + P(SwN + wN+1XN+1 > x,XN+1 < 0)

=

∫
[0,∞)

P(SwN > x|XN+1 = yN+1)dFN+1(yN+1)

+

∫
(−∞,0)

P(SwN > x− wN+1yN+1|XN+1 = yN+1)dFN+1(yN+1)

≥ (1− ε)
∫

[0,∞)

P(SwN > x)h
(w)
N+1(yN+1)dFN+1(yN+1)

+ (1− ε)
∫

(−∞,0)

P(SwN > x− wN+1yN+1)h
(w)
N+1(yN+1)dFN+1(yN+1)

= (1− ε)P(SwN > x)Eh
(w)
N+1(XN+1)1I{XN+1≥0}

+ (1− ε)
∫

(−∞,0)

P(SwN > x− wN+1yN+1)h
(w)
N+1(yN+1)dFN+1(yN+1)(3.9)

for all wN+1 ∈ [a, b]N+1 and x ≥ x3. Here, Eh
(w)
N+1(XN+1)1I{XN+1≥0} > 0

because of heavy tailedness of FN+1. Similarly, under (3.8),

I12(x)

(3.10)

= P(SwN+1 > x−K,SwN > x− bx2 −K)

≤ P(SwN+1 > x−K,SwN > x−K) + P(x− bx2 −K < SwN ≤ x−K)

= P(SwN > x−K,XN+1 ≥ 0) + P(SwN + wN+1XN+1 > x−K,XN+1 < 0)

+ P(x− bx2 −K < SwN ≤ x−K)

≤ (1 + ε)P(SwN > x−K)Eh
(w)
N+1(XN+1)1I{XN+1≥0}

+ (1 + ε)

∫
(−∞,0)

P(SwN > x−K − wN+1yN+1)h
(w)
N+1(yN+1)dFN+1(yN+1)

+ P(SwN > x− bx2 −K)− P(SwN > x−K)

for x ≥ x3 and all wN+1 ∈ [a, b]N+1.
Relations (3.9), (3.10) imply that

lim sup
x→∞

sup
wN+1∈[a,b]N+1

I12(x)

I22(x)

≤ 1

1− ε
lim sup
x→∞

sup
wN∈[a,b]N

(
P(SwN > x− bx2 −K)

P(SwN > x)
− P(SwN > x−K)

P(SwN > x)

)
+

1 + ε

1− ε
max

{
lim sup
x→∞

sup
wN∈[a,b]N

P(SwN > x−K)

P(SwN > x)
,

lim sup
x→∞

sup
wN∈[a,b]N

sup
yN+1<0

P(SwN > x− wN+1yN+1 −K)

P(SwN > x− wN+1yN+1)

}
.
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From induction hypothesis (3.3) we obtain that

(3.11) lim sup
x→∞

sup
wN+1∈[a,b]N+1

I12(x)

I22(x)
≤ 1 + ε

1− ε
.

Hence, by (3.6), (3.7), (3.11), we get

lim sup
x→∞

sup
wN+1∈[a,b]N+1

P(SwN+1 > x−K)

P(SwN+1 > x)
≤ (1 + ε)2

1− ε
.

The arbitrariness of ε > 0 implies inequality (3.2) for n = N + 1. �

It is easy to see that the result in Lemma 3.1 can be reformulated replacing
“for any constant K > 0” by “for some infinitely increasing positive function
K(x)” (see, e.g., the arguments in [27]). Thus we have:

Corollary 3.1. Assume the conditions in Lemma 3.1. Then, for some infin-
itely increasing positive function K(x), it holds that

(3.12) P
(
Swn > x±K(x)

)
∼ P

(
Swn > x

)
uniformly for wn ∈ [a, b]n.

Proof of Theorem 2.1. Using Lemma 3.1, we obtain that for any K > 0

P(SΘ
n > x−K) =

∫
· · ·
∫

[a,b]n

P(Swn > x−K)P(Θ1 ∈ dw1, . . . ,Θn ∈ dwn)

∼
∫
· · ·
∫

[a,b]n

P(Swn > x)P(Θ1 ∈ dw1, . . . ,Θn ∈ dwn)

= P(SΘ
n > x). �

3.2. Proof of Theorem 2.2

The proof of Theorem 2.2 is based on the following lemma. Set Swn :=∑n
k=1 wkXk, Sw+

n :=
∑n
k=1 wkX

+
k and Mw

n := max{Sw1 , . . . , Swn }.

Lemma 3.2. Let X1, . . . , Xn (n ≥ 2) be real-valued r.v.s with corresponding
distributions F1, . . . , Fn, such that each Fk ∈ L . Then, under Assumption C,

P(Swn > x) ∼ P(Sw+
n > x) ∼ P(Mw

n > x)

uniformly for wn ∈ [a, b]n.

Proof. Since Swn ≤Mw
n ≤ Sw+

n , we only need to prove that

P(Sw+
n > x) . P(Swn > x).(3.13)

Obviously, for positive x, it holds

P(Sw+
n > x) = P(Swn > x) + P(Sw+

n > x, Swn ≤ x)

= P(Swn > x) +
∑
I

P(Sw+
n > x, Swn ≤ x,AI(X))
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=: P(Swn > x) +
∑
I

pI ,(3.14)

where the sum
∑
I

is taken over all nonempty subsets I ⊂ {1, 2, . . . , n} and

AI(X) :=
{ ⋂
k∈I
{Xk ≥ 0}

}⋂ { ⋂
k∈Ic
{Xk < 0}

}
.

Let I = {k1, . . . , km} be a fixed subset of indices with nonempty Ic =
{r1, . . . , rn−m}. Set l := n−m and write

pI = P
(∑
k∈I

wkXk > x,
∑
k∈I

wkXk +
∑
r∈Ic

wrXr ≤ x,Xk ≥ 0, k ∈ I;Xr < 0, r ∈ Ic
)

≤ P
(∑
k∈I

wkXk > x,
∑
k∈I

wkXk +
∑
r∈Ic

wrXr ≤ x,Xr < 0, r ∈ Ic
)

= P
(∑
k∈I

wkXk > x,Xr < 0, r ∈ Ic
)
− P

(∑
k∈I

wkXk +
∑
r∈Ic

wrXr > x,Xr < 0, r ∈ Ic
)

≤
∫

(−∞,0)

. . .

∫
(−∞,0)

P
(∑
k∈I

wkXk > x
∣∣Xr = yr, r ∈ Ic

)
dFXr1

,...,Xrl
(yr1 , . . . , yrl)

−
∫

(−∞,0)

. . .

∫
(−∞,0)

P
(∑
k∈I

wkXk > x− b
∑
r∈Ic

yr
∣∣Xr = yr, r ∈ Ic

)
dFXr1

,...,Xrl
(yr1 , . . . , yrl)

≤ C

( ∫
(−∞,0)

. . .

∫
(−∞,0)

π′I(x, yr, r ∈ Ic)dFXr1 ,...,Xrl
(yr1 , . . . , yrl)

−
∫

(−∞,0)

. . .

∫
(−∞,0)

π′′I (x, yr, r ∈ Ic)dFXr1
,...,Xrl

(yr1 , . . . , yrl)

)

=: Cp′I ,

where

π′I(x, yr, r ∈ Ic) :=
P
(∑

k∈I wkXk > x
∣∣Xr = yr, r ∈ Ic

)
h

(w)
I,Ic(yr1 , . . . , yrl)

,

π′′I (x, yr, r ∈ Ic) :=
P
(∑

k∈I wkXk > x− b
∑
r∈Ic yr

∣∣Xr = yr, r ∈ Ic
)

h
(w)
I,Ic(yr1 , . . . , yrl)

,

and where we have used that, by Assumption C,

sup
wk∈[a,b],k∈I

sup
(yr1 ,...,yrl )∈Rl

h
(w)
I,Ic(yr1 , . . . , yrl) ≤ Const < ∞.

According to the Fatou lemma, Assumption C and Lemma 3.1,

lim sup
x→∞

sup
wk∈[a,b],k∈I

p′I
P
(∑

k∈I wkXk > x
)



1888 L. DINDIENĖ, R. LEIPUS, AND J. ŠIAULYS

≤
∫

(−∞,0)

. . .

∫
(−∞,0)

lim sup
x→∞

sup
wk∈[a,b],k∈I

π′I(x, yr, r ∈ Ic)
P(
∑
k∈I wkXk > x)

dFXr1
,...,Xrl

(yr1 , . . . , yrl)

−
∫

(−∞,0)

. . .

∫
(−∞,0)

lim inf
x→∞

inf
wk∈[a,b],k∈I

π′′I (x, yr, r ∈ Ic)
P(
∑
k∈I wkXk > x)

dFXr1
,...,Xrl

(yr1 , . . . , yrl)

= 0.

Since pI ≤ Constp′I , for each subset I in (3.14) we obtain that

lim sup
x→∞

sup
wn∈[a,b]n

pI

P
(∑

k∈I wkXk > x
) = 0.

This, together with (3.14), implies

lim inf
x→∞

inf
wn∈[a,b]n

P(Swn > x)

P(Sw+
n > x)

≥ 1−
∑
I

lim sup
x→∞

sup
wn∈[a,b]n

pI

P(Sw+
n > x)

= 1−
∑
I

lim sup
x→∞

sup
wn∈[a,b]n

pI

P
(∑

k∈I wkXk > x
) = 1.

Thus, relation (3.13) holds and the lemma is proved. �

Proof of Theorem 2.2. Similarly, as in the case of Theorem 2.1, the proof fol-
lows immediately from Lemma 3.2. �

4. The case of dependence described through copula

In this section we demonstrate how the functions gk, h
(w)
k and h

(w)
I,J , appear-

ing in Assumptions A, B and C, can be found when the dependence structure
among X1, . . . , Xn is generated by an n-dimensional absolutely continuous cop-
ula C(v1, . . . , vn).

4.1. General copula dependence

Assume that the distribution of vector (X1, . . . , Xn) is given by

P(X1 ≤ x1, . . . , Xn ≤ xn) = C(F1(x1), . . . , Fn(xn)), (x1, . . . , xn) ∈ [−∞,∞]n,

(4.1)

where C(v1, . . . , vn) is some absolutely continuous copula function with corre-
sponding positive copula density c(v1, . . . , vn). Assume that marginal distribu-
tions F1, . . . , Fn are absolutely continuous with corresponding positive densities
f1, . . . , fn.

Consider first the case of Assumptions A and B.
Let Ck(v1, . . . , vk) := C(v1, . . . , vk, 1, . . . , 1), where k = 2, . . . , n, be k-

dimensional marginal copulas. Also write C1(v1) = v1. Let the correspond-

ing copula densities be ck(v1, . . . , vk), k = 1, . . . , n. Denote C̃k(v1, . . . , vk) :=
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Ck−1(v1, . . . , vk−1)− Ck(v1, . . . , vk) and let

(4.2) c̃k(v1, . . . , vk) :=
∂k−1C̃k(v1, . . . , vk)

∂v1 . . . ∂vk−1
.

Further, we introduce the following assumption: for any k = 2, . . . , n, there
exists positive limit

(4.3) c̄k(v1, . . . , vk−1, 1−) := lim
v↘0

c̃k(v1, . . . , vk−1, 1− v)

v

uniformly for (v1, . . . , vk−1) ∈ [0, 1]k−1.
Denote X∗1 , . . . , X

∗
n the corresponding independent copies of r.v.s X1, . . . , Xn

and set Sw∗k := w1X
∗
1 + · · ·+ wkX

∗
k , k = 1, . . . , n.

Proposition 4.1. Assume that the distribution of random vector (X1, . . . , Xn)
is given by (4.1) with some absolutely continuous copula C(v1, . . . , vn) and abso-
lutely continuous marginal distributions F1, . . . , Fn with corresponding positive
densities f1, . . . , fn. Then Assumption A is equivalent to (4.3) and in this case
functions gk, k = 2, . . . , n are given by

(4.4) gk(y1, . . . , yk−1) =
c̄k(F1(y1), . . . , Fk−1(yk−1), 1−)

ck−1(F1(y1), . . . , Fk−1(yk−1))
.

Furthermore, Assumption B is equivalent to the existence of positive limits

(4.5) h
(w)
k (y) := lim

x→∞

Eck(F1(X∗1 ), . . . , Fk−1(X∗k−1), Fk(y))1I{Sw∗
k−1>x}

Eck−1(F1(X∗1 ), . . . , Fk−1(X∗k−1))1I{Sw∗
k−1>x}

uniformly for wk−1 ∈ [a, b]k−1, y ∈ R and k = 2, . . . , n.

Proof. Denote the k-dimensional density of vector (X1, . . . , Xk) by fX1,...,Xk
.

Clearly,

(4.6) fX1,...,Xk
(y1, . . . , yk) = ck(F1(y1), . . . , Fk(yk))f1(y1) · · · fk(yk),

which is positive for all k by the positivity of copula density c and marginal
densities f1, . . . , fn. Hence,

P(Xk > x|X1 = y1, . . . , Xk−1 = yk−1)(4.7)

=
∂k−1P(Xk > x,X1 ≤ y1, . . . , Xk−1 ≤ yk−1)

∂y1 . . . ∂yk−1

1

fX1,...,Xk−1
(y1, . . . , yk−1)

=
c̃k(F1(y1), . . . , Fk−1(yk−1), Fk(x))

ck−1(F1(y1), . . . , Fk−1(yk−1))
,

which follows from (4.6) and equality

∂k−1P(Xk > x,X1 ≤ y1, . . . , Xk−1 ≤ yk−1)

∂y1 . . . ∂yk−1

= c̃k(F1(y1), . . . , Fk−1(yk−1), Fk(x))f1(y1) . . . fk−1(yk−1).

The last equality holds by (4.2).
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By (4.7), Assumption A is equivalent to

lim
x→∞

c̃k(F1(y1), . . . , Fk−1(yk−1), Fk(x))

Fk(x)

= gk(y1, . . . , yk−1)ck−1(F1(y1), . . . , Fk−1(yk−1))

for some positive functions gk, uniformly for (y1, . . . , yk−1) ∈ Rk−1, k =
2, . . . , n. But the last relation is equivalent to (4.3). Thus, (4.4) holds.

Let’s deal with Assumption B. Since Fk is absolutely continuous, we have

(4.8) P
(
Swk−1 > x|Xk = y

)
=
∂P(Swk−1 > x,Xk ≤ y)

∂y

1

fk(y)
.

It is easy to see that

∂P(Swk−1 > x,Xk ≤ y)

∂y

= fk(y)

∫
∑k−1

i=1 wiui>x

ck(F1(u1), . . . , Fk−1(uk−1), Fk(y))

f1(u1) · · · fk−1(uk−1)du1 · · · duk−1

= fk(y)Eck(F1(X∗1 ), . . . , Fk−1(X∗k−1), Fk(y))1I{Sw∗
k−1>x}.

Hence, by (4.8) and equality

P(Swk−1 > x) = Eck−1(F1(X∗1 ), . . . , Fk−1(X∗k−1))1I{Sw∗
k−1>x},

we obtain

P
(
Swk−1 > x|Xk = y

)
=

Eck(F1(X∗1 ), . . . , Fk−1(X∗k−1), Fk(y))1I{Sw∗
k−1>x}

Eck−1(F1(X∗1 ), . . . , Fk−1(X∗k−1))1I{Sw∗
k−1>x}

P
(
Swk−1 > x

)
.

This implies the second statement of proposition. �

Next we formulate the similar result in the case of Assumption C. For any
(not necessarily nonempty) subsets I = {k1, . . . , km}, J = {r1, . . . , rp} ⊂
{1, . . . , n}\I denote by cI,J(vk, k ∈ I, vr, r ∈ J) the copula density correspond-
ing to random vector (Xk1 , . . . , Xkm , Xr1 , . . . , Xrp), i.e.,

fXk1
,...,Xkm ,Xr1

,...,Xrp
(yk1 , . . . , ykm , yr1 , . . . , yrp)

= cI,J(Fk(yk), k ∈ I, Fr(yr), r ∈ J)
∏
k∈I

fk(yk)
∏
r∈J

fr(yr),

and let cI := cI,∅, cJ := c∅,J .

Proposition 4.2. Assume that the distribution of random vector (X1, . . . , Xn)
is given by (4.1) with some absolutely continuous copula C(v1, . . . , vn) and ab-
solutely continuous marginal distributions F1, . . . , Fn. Then Assumption C is
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equivalent to the existence of positive, uniformly bounded limits

h
(w)
I,J (yr1 , . . . , yrp)

:=
1

cJ(Fr(yr), r ∈ J)
lim
x→∞

EcI,J(Fk(X∗k), k ∈ I, Fr(yr), r ∈ J)1I{
∑

k∈I wkX∗k>x}

EcI(Fk(X∗k), k ∈ I)1I{
∑

k∈I wkX∗k>x}

which hold uniformly for wk ∈ [a, b], k ∈ I, yr ∈ R, r ∈ J and all nonempty
sets of indices I ⊂ {1, . . . , n} and J ⊂ {1, . . . , n}\I.

Proof. The proof is similar to that of Proposition 4.1. We have

P
(∑
k∈I

wkXk > x
∣∣Xr = yr, r ∈ J

)
=
∂pP(

∑
k∈I wkXk > x,Xr ≤ yr, r ∈ J)

∂yr1 . . . ∂yrp

1

fXr1
,...,Xrp

(yr1 , . . . , yrp)
,

where

∂pP(
∑
k∈I wkXk > x,Xr ≤ yr, r ∈ J)

∂yr1 . . . ∂yrp

=
∏
r∈J

fr(yr)

∫
∑
k∈I

wkuk>x

cI,J(Fk(uk), k ∈ I, Fr(yr), r ∈ J)
∏
k∈I

fk(uk)duk1 · · · dukm

and fXr1 ,...,Xrp
(yr1 , . . . , yrp) = cJ(Fr(yr), r ∈ J)

∏
r∈J

fr(yr). Now the proof

follows observing that

P
(∑
k∈I

wkXk > x
)

= EcI(Fk(X∗k), k ∈ I)1I{
∑

k∈I wkX∗k>x}.

�

4.2. The case of FGM copula

In this subsection, we consider the case where C(v1, . . . , vn) is n-dimensional
Farley–Gumbel–Morgenstern (FGM) copula, given by

(4.9) C(v1, . . . , vn) =

n∏
i=1

vi

(
1 +

∑
1≤l<m≤n

θlm(1− vl)(1− vm)

)
,

where (v1, . . . , vn) ∈ [0, 1]n and real numbers θlm are chosen such that
C(v1, . . . , vn) is a proper n-dimensional copula. For example, if n = 3, the con-
ditions can be summarized as follows: θ12 +θ13 +θ23 ≥ −1, θ13 +θ23−θ12 ≤ 1,
θ12 + θ23 − θ13 ≤ 1, θ12 + θ13 − θ23 ≤ 1. In this case,

Ck(v1, . . . , vk) =

k∏
i=1

vi

(
1 +

∑
1≤l<m≤k

θlm(1− vl)(1− vm)

)
, k = 2, . . . , n,
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and the corresponding copula densities are given by

(4.10) ck(v1, . . . , vk) = 1 +
∑

1≤l<m≤k

θlm(1− 2vl)(1− 2vm), k = 2, . . . , n.

Everywhere below we assume the parameters θlm to be such that
cn(v1, . . . , vn) > 0 for all (v1, . . . , vn) ∈ [0, 1]n. Obviously, this implies that
ck(v1, . . . , vk) > 0 for all (v1, . . . , vk) ∈ [0, 1]k and k = 2, . . . , n.

Next, we make the following assumption:

Assumption D. For each k = 1, . . . , n− 1 there exists limit

lim
x→∞

F k(x/wk)

F 1(x/w1) + · · ·+ Fn−1(x/wn−1)
=: a

(w)
k ∈ (0, 1]

uniformly for wn−1 ∈ [a, b]n−1.

To illustrate Assumption D, suppose that F1, . . . , Fn are such that Fi(x) ∼
ciL(x)x−α, α ≥ 0, with some positive constants ci, i = 1, . . . , n, and slowly
varying function L(x). Then Assumption D is satisfied and

a
(w)
k =

ck
c1(w1/wk)α + · · ·+ cn−1(wn−1/wk)α

.

On the other hand, if a = b and F i(x) ∼ ciG(x), i = 1, . . . , n, where G(x) > 0
for all x, then

a
(w)
k =

ck
c1 + · · ·+ cn−1

.

Next we will derive the expressions for functions gk and h
(w)
k , omitting the

case of function h
(w)
I,J , for which the corresponding expression is complicated

and does not carry much interest.

For a distribution F , denote F̃ := 1− 2F = 2F − 1.

Proposition 4.3. Assume n ≥ 2 and let X1, . . . , Xn be real-valued r.v.s
whose distribution is generated by FGM copula in (4.9), marginal distributions
F1, . . . , Fn are absolutely continuous and Fi ∈ L ∩D , i = 1, . . . , n. Then

gk(y1, . . . , yk−1) = 1−
∑

1≤l≤k−1 θlkF̃l(yl)

ck−1(F1(y1), . . . , Fk−1(yk−1))
, k = 2, . . . , n.

If n ≥ 3 and Assumption D holds, then

h
(w)
k (y) = 1− F̃k(y)

∑
1≤l≤k−1

θlka
(w)
l,k−1, k = 3, . . . , n,

where a
(w)
l,k−1 := a

(w)
l /(a

(w)
1 + · · ·+ a

(w)
k−1).

Proof. We apply Proposition 4.1. Obviously,

C̃k(v1, . . . , vk) = (1−vk)Ck−1(v1, . . . , vk−1)− v1 · · · vk(1−vk)
∑

1≤l≤k−1

θlk(1−vl),
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implying that c̃k(v1, . . . , vk) in (4.2) is

c̃k(v1, . . . , vk) = (1− vk)ck−1(v1, . . . , vk−1)− vk(1− vk)
∑

1≤l≤k−1

θlk(1− 2vl).

Hence, condition (4.3) is satisfied (uniformly in (v1, . . . , vk−1) ∈ [0, 1]k−1) and

c̄k(v1, . . . , vk−1, 1−) = lim
v↘0

(
ck−1(v1, . . . , vk−1)− (1− v)

∑
1≤l≤k−1

θlk(1− 2vl)
)

= ck−1(v1, . . . , vk−1)−
∑

1≤l≤k−1

θlk(1− 2vl).

Therefore, by (4.4),

gk(y1, . . . , yk−1) = 1−
∑

1≤l≤k−1 θlk(1− 2Fl(yl))

ck−1(F1(y1), . . . , Fk−1(yk−1))
.

Consider now function h
(w)
k (y). For k = 2, . . . , n we have

h
(w)
k (y) = lim

x→∞

ϕ
(w)
k (x, y)

ϕ
(w)
k−1(x)

,

where, by (4.5) and (4.10),

ϕ
(w)
k (x, y) := Eck(F1(X∗1 ), . . . , Fk−1(X∗k−1), Fk(y))1I{Sw∗

k−1>x}

= P(Sw∗k−1 > x) +
∑

1≤l<m≤k−1

θlmEF̃l(X
∗
l )F̃m(X∗m)1I{Sw∗

k−1>x}

+ F̃k(y)
∑

1≤l≤k−1

θlkEF̃l(X
∗
l )1I{Sw∗

k−1>x},

ϕ
(w)
k−1(x) := Eck−1(F1(X∗1 ), . . . , Fk−1(X∗k−1))1I{Sw∗

k−1>x}

= P(Sw∗k−1 > x) +
∑

1≤l<m≤k−1

θlmEF̃l(X
∗
l )F̃m(X∗m)1I{Sw∗

k−1>x}.

Rewrite now

ϕ
(w)
k (x, y)

ϕ
(w)
k−1(x)

= 1 + F̃k(y)b
(w)
k (x),

where

b
(w)
k (x) :=

∑
1≤l≤k−1

θlkEF̃l(X
∗
l )1I{Sw∗

k−1>x}

P(Sw∗k−1 > x) +
∑

1≤l<m≤k−1

θlmEF̃l(X∗l )F̃m(X∗m)1I{Sw∗
k−1>x}

.

It remains to prove that, uniformly in wk−1 ∈ [a, b]k−1,

b
(w)
k (x)→ −

∑
1≤l≤k−1

θlka
(w)
l,k−1 =: b

(w)
k , k = 3, . . . , n.(4.11)
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Rewrite

b
(w)
k (x) =

2
∑

1≤l≤k−1

θlkEFl(X
∗
l )1I{Sw∗

k−1>x} − P(Sw∗k−1 > x)
∑

1≤l≤k−1

θlk

2
∑

1≤l<m≤k−1

θlmEY ∗lm1I{Sw∗
k−1>x} + P(Sw∗k−1 > x) + P(Sw∗k−1 > x)

∑
1≤l<m≤k−1

θlm
,

where Y ∗lm := 2Fl(X
∗
l )Fm(X∗m)− Fl(X∗l )− Fm(X∗m). The desired convergence

(4.11) will follow if we show that

EFl(X
∗
l )1I{Sw∗

k−1>x} ∼
1

2
(1− a(w)

l,k−1)P(Sw∗k−1 > x), l = 1, . . . , k − 1,(4.12)

EY ∗lm1I{Sw∗
k−1>x} ∼ −

1

2
P(Sw∗k−1 > x), 1 ≤ l < m ≤ k − 1,(4.13)

uniformly in wk−1 ∈ [a, b]k−1.
To show (4.12), take Yi = X∗i , ai(x) ≡ Fi(x) in Corollary 5.1 below and note

that condition (5.16) is satisfied:

EFi(X
∗
i )1I{X∗i >x} = Fj(x)

∫ ∞
x

Fi(y)

Fj(x)
dFi(y) = o(Fj(x)), j 6= i,

because, by Assumption D, Fi(x) ∼ cijFj(x) with some positive constant cij .

Combining Corollary 5.1, Proposition 5.1(i) and using that EFl(X
∗
l ) = 1/2 for

all l = 1, . . . , n (since distribution Fl has positive density), we get

lim
x→∞

EFl(X
∗
l )1I{Sw∗

k−1>x}

P(Sw∗k−1 > x)
= EFl(X

∗
l ) lim

x→∞

∑k−1
i=1 F i(x/wi)− F l(x/wl)∑k−1

i=1 F i(x/wi)

=
1

2
(1− a(w)

l,k−1), l = 1, . . . , k − 1,

uniformly in wk−1 ∈ [a, b]k−1 (note that 0 < a
(w)
l,k−1 < 1 because

∑k−1
l=1 a

(w)
l,k−1 =

1 and a
(w)
l,k−1 > 0, k ≥ 3). Thus, we get (4.12).

The proof of relation (4.13) is similar. If k > 3, then, by Corollary 5.1,

lim
x→∞

EY ∗lm1I{Sw∗
k−1>x}

P(Sw∗k−1 > x)

= lim
x→∞

E(2Fl(X
∗
l )Fm(X∗m)− Fl(X∗l )− Fm(X∗m))1I{Sw∗

k−1>x}

P(Sw∗k−1 > x)

= 2EFl(X
∗
l )EFm(X∗m) lim

x→∞

∑k−1
i=1 F i(x/wi)− Fl(x/wl)− Fm(x/wm)∑k−1

i=1 F i(x/wi)

− EFl(X
∗
l ) lim

x→∞

∑k−1
i=1 F i(x/wi)− Fl(x/wl)∑k−1

i=1 F i(x/wi)

− EFm(X∗m) lim
x→∞

∑k−1
i=1 F i(x/wi)− Fm(x/wm)∑k−1

i=1 F i(x/wi)
= −1

2



CLOSURE PROPERTY AND TAIL PROBABILITY ASYMPTOTICS 1895

uniformly in wk−1 ∈ [a, b]k−1. The case k = 3 in (4.13) easily follows from
arguments above and (5.17). The proof is complete. �

Consider now the tail asymptotics of the sum SΘ
n = Θ1X1 + · · · + ΘnXn

in the case when the distribution of vector (X1, . . . , Xn) is generated by
the FGM copula in (4.9). The next proposition shows that in the case of
primary distributions from class L ∩ D , the probabilities P(SΘ

n > x) and
P(SΘ+

n > x) asymptotically are the same and are both asymptotically equiva-
lent to P(Θ1X1 > x) + · · ·+ P(ΘnXn > x) even in the case where the positive
weights Θk are not bounded from zero. This result follows from Theorem 1
in [21] proved in the case of the so-called pairwise strong quasi-asymptotically
independence (pSQAI) structure, introduced by Geluk and Tang [9]. Recall
that r.v.s X1, . . . , Xn are pSQAI if, for any i 6= j,

lim
xi∧xj→∞

P(|Xi| > xi|Xj > xj) = 0.(4.14)

It easy to see that the FGM distribution given by (4.9) satisfies (4.14) (see,
e.g., [9]).

Proposition 4.4. Suppose that n ≥ 2 and X1, . . . , Xn are real-valued r.v.s with
corresponding distributions F1, . . . , Fn, such that Fk ∈ L ∩D , k = 1, . . . , n. Let
the distribution of vector (X1, . . . , Xn) is generated by the FGM copula (4.9).
If P(0 < Θk ≤ b) = 1, k = 1, . . . , n, for some b ∈ (0,∞), then

P(SΘ
n > x) ∼ P(SΘ+

n > x) ∼ P(MΘ
n > x)

∼ P
(

max
k=1,...,n

ΘkXk > x
)
∼

n∑
k=1

P(ΘkXk > x).
(4.15)

Remark 4.1. The proof of relations in (4.15) is based essentially on two facts:
first, the fact that the distribution of the product ΘX, where Θ and X are
independent r.v.s with 0 < Θ ≤ b a.s. and FX ∈ L ∩ D , is again in L ∩ D
(see Lemmas 3.9 and 3.10 in [18]); second, the result as in (4.15) but with
products ΘkXk replaced by the (dependent) r.v.s Yk, such that FYk

∈ L ∩D ,
k = 1, . . . , n. Alternatively, the relation in (4.15) can be derived replacing
the Θk’s by wk’s and then proving the corresponding relations uniformly with
respect to wn = (w1, . . . , wn). For instance, using Proposition 5.1(ii) and
representation

P(Swn > x) = P(Sw∗n > x) +
∑

1≤l<m≤n

θlm

∫
w1y1+···+wnyn>x

dHlm(y1, . . . , yn),

where Sw∗n := w1X
∗
1 + · · · + wnX

∗
n and Hlm(y1, . . . , yn) := F1(y1) · · ·Fn(yn)

Fl(yl)Fm(ym), or directly applying (5.1) below to the pSQAI r.v.s, we have
that for the FGM copula case it holds

P(Swn > x) ∼ P(Sw∗n > x) ∼
n∑
k=1

F k(x/wk)
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uniformly for wn ∈ [a, b]n. Hence

P(SΘ
n > x)

∼
∫
· · ·
∫

[a,b]n

(
P(w1X1 > x) + · · ·+ P(wnXn > x)

)
P(Θ1 ∈ dw1, . . . ,Θn ∈ dwn)

= P(Θ1X1 > x) + · · ·+ P(ΘnXn > x).

Obviously, the last approach leads to a weaker result as it requires the restric-
tion Θk ∈ [a, b] ⊂ (0, b], k = 1, . . . , n, unless the d.f.s F1, . . . , Fn are in the class
C , see Proposition 5.1(ii).

5. Auxiliary results

In this section we present some useful statements, which are used proving
the corresponding results in Section 4.2.

Proposition 5.1. Suppose that Y1, . . . , Yn are real-valued independent r.v.s
with corresponding distributions FY1 , . . . , FYn .

(i) If FYk
∈ L ∩D , k = 1, . . . , n, then

P(w1Y1 + · · ·+ wnYn > x) ∼
n∑
k=1

FYk
(x/wk)(5.1)

uniformly for wn ∈ [a, b]n, where 0 < a ≤ b <∞.

(ii) If FYk
∈ C , k = 1, . . . , n, then relation (5.1) holds uniformly for wn ∈

(0, b]n, 0 < b <∞.

Proof. (i) The proof of this fact follows from Theorem 2.1 in [13] (note that Li’s
result also holds for more general, pSQAI, dependence structure, see (4.14)).

(ii) Denote SwY,n := w1Y1 + · · ·+wnYn and write for any δ ∈ (0, 1) and x > 0

P(SwY,n > x) ≥
n∑
k=1

P(SwY,n > x,wkYk > x+ δx)

−
∑

1≤i<j≤n

P(wiYi > x+ δx, wjYj > x+ δx)

=: pw1 (x)− pw2 (x).

Obviously,

pw2 (x) ≤
( n∑
k=1

FYk
(x/wk)

)2

= o
( n∑
k=1

FYk
(x/wk)

)
(5.2)

uniformly in wn ∈ (0, b]n. For pw1 (x) we have

pw1 (x) ≥
n∑
k=1

P(SwY,n − wkYk > −δx, wkYk > x+ δx)
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=

n∑
k=1

P(wkYk > x+ δx)−
n∑
k=1

P(SwY,n − wkYk ≤ −δx, wkYk > x+ δx)

=: pw11(x)− pw12(x).

Here,

lim inf
x→∞

inf
wn∈(0,b]n

pw11(x)∑n
k=1 FYk

(x/wk)
≥ lim inf

x→∞
inf

wn∈(0,b]n
min

1≤k≤n

FYk
((1+δ)x/wk)

FYk
(x/wk)

,

(5.3)

where, for any k = 1, . . . , n,

lim inf
x→∞

inf
wk∈(0,b]

FYk
((1 + δ)x/wk)

FYk
(x/wk)

≥ lim
x→∞

inf
z≥x/b

FYk
((1 + δ)z)

FYk
(z)

= lim inf
x→∞

FYk
((1 + δ)x)

FYk
(x)

−→ 1 if δ ↘ 0(5.4)

by the definition of class C . We get from (5.3)–(5.4) that

lim
δ↘0

lim inf
x→∞

inf
wn∈(0,b]n

pw11(x)∑n
k=1 FYk

(x/wk)
≥ 1.(5.5)

For the term pw12(x) we get

pw12(x) ≤
n∑
k=1

P(SwY,n − wkYk ≤ −δx)P(wkYk > x)

≤ P(b(Y −1 + · · ·+ Y −n ) ≤ −δx)

n∑
k=1

FYk
(x/wk) = o(1)

n∑
k=1

FYk
(x/wk)(5.6)

uniformly in wn ∈ (0, b]n. (5.2), (5.5) and (5.6) imply

lim inf
x→∞

inf
wn∈(0,b]n

P(SwY,n > x)∑n
k=1 FYk

(x/wk)
≥ lim inf

x→∞
inf

wn∈(0,b]n

pw1 (x)∑n
k=1 FYk

(x/wk)
≥ 1.

In order to show the upper asymptotic bound in (5.1), write

P(SwY,n > x) = P
(
SwY,n > x,

⋃
i<j

{wiYi > δx/(n− 1), wjYj > δx/(n− 1)}
)

+ P
(
SwY,n > x,

⋂
i<j

{
{wiYi ≤ δx/(n−1)} ∪ {wjYj ≤ δx/(n−1)}

})
≤
∑
i<j

P(wiYi > δx/(n− 1))P(wjYj > δx/(n− 1))

+ P
( n⋃
k=1

{wkYk > (1− δ)x}
)

≤
( n∑
i=1

P(wiYi > δx/(n− 1))
)2

+

n∑
k=1

P(wkYk > (1− δ)x)

=: rw1 (x) + rw2 (x),(5.7)
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where we have used that for any sets A1, . . . , An it holds
⋂

1≤i<j≤n{Ai
⋃
Aj} ⊂⋃n

i=1

⋂
j 6=iAj . It is easy to see that rw1 (x) = o(1)

∑n
k=1 FYk

(x/wk) and, by the
definition of class C ,

lim
δ↘0

lim sup
x→∞

sup
wn∈(0,b]n

rw2 (x)∑n
k=1 FYk

(x/wk)
≤ 1.

This and (5.7) completes the proof of proposition. �

Remark 5.1. Uniform asymptotic relation (5.1) was investigated earlier in a
number of papers. Tang and Tsitsiashvili [19] obtained this relation for in-
dependent r.v.s with common subexponential d.f. and weights wn ∈ [a, b]n,
0 < a ≤ b < ∞. Subexponential r.v.s (independent or dependent) were also
investigated in [10, 21, 28]. Liu et al. [16] and Wang et al. [22] proved re-
lation (5.1) for identically distributed r.v.s from class L ∩ D allowing some
dependence among primary variables with weights wn ∈ [a, b]n. Li [13] showed
that this uniform equivalence holds for nonidentically distributed (with some
dependence) r.v.s from the class C or L ∩D and wn ∈ [a, b]n.

Proposition 5.2. Suppose that Y1, Y2, . . . are real-valued independent r.v.s
with corresponding distributions FY1

, FY2
, . . . and ai : (−∞,∞) → [0,∞), i =

1, 2, are measurable functions.
(i) If 0 < Ea1(Y1) < ∞, FYi

∈ L ∩D , i = 2, . . . , k, where k ≥ 2 is an
arbitrary integer, and

Ea1(Y1)1I{Y1>x} = o(FY2
(x) + · · ·+ FYk

(x)),(5.8)

then, uniformly for wk ∈ [a, b]k, 0 < a ≤ b <∞, it holds

Ea1(Y1)1I{w1Y1+···+wkYk>x} ∼ Ea1(Y1)P(w2Y2 + · · ·+ wkYk > x)

∼ Ea1(Y1)
(
FY2(x/w2) + · · ·+ FYk

(x/wk)
)
;(5.9)

(ii) If 0 < Eai(Yi) <∞, FYi
∈ D , i = 1, 2, and

Eai(Yi)1I{Yi>x} = o(FYj (x)), i, j = 1, 2, i 6= j,(5.10)

then

Ea1(Y1)a2(Y2)1I{w1Y1+w2Y2>x} = o(FY1
(x/w1) + FY2

(x/w2))(5.11)

uniformly for w2 ∈ (0, b]2.
(iii) If 0 < Eai(Yi) < ∞, i = 1, 2, FYi

∈ L ∩D , i = 3, . . . , k, where k ≥ 3
is an arbitrary integer, and

Eai(Yi)1I{Yi>x} = o(FY3
(x) + · · ·+ FYk

(x)), i = 1, 2,(5.12)

then, uniformly for wk ∈ [a, b]k, 0 < a ≤ b <∞, it holds

Ea1(Y1)a2(Y2)1I{w1Y1+···+wkYk>x}

∼ Ea1(Y1)Ea2(Y2)(FY3
(x/w3) + · · ·+ FYk

(x/wk)).
(5.13)
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Proof. (i) By Corollary 3.1 we can choose some positive function K1(x),
K1(x) ≤ x such that K1(x)↗∞ and

P(w2Y2 + · · ·+ wkYk > x±K1(x)) ∼ P(w2Y2 + · · ·+ wkYk > x)(5.14)

uniformly for w2, . . . , wk ∈ [a, b]. Next, write

Ea1(Y1)1I{w1Y1+···+wkYk>x}

= Ea1(Y1)1I{w1Y1+···+wkYk>x}(1I{w1|Y1|≤K1(x)} + 1I{w1|Y1|>K1(x)})

=: i1(x) + i2(x).

By (5.14) we have

lim sup
x→∞

sup
wk∈[a,b]k

i1(x)

Ea1(Y1)P(w2Y2 + · · ·+ wkYk > x)

≤ lim sup
x→∞

sup
wk∈[a,b]k

P(w2Y2 + · · ·+ wkYk > x−K1(x))

P(w2Y2 + · · ·+ wkYk > x)
= 1.

This, together with Proposition 5.1(i), yields

i1(x) . Ea1(Y1)(FY2(x/w2) + · · ·+ FYk
(x/wk))

uniformly in wk ∈ [a, b]k.
For the lower bound, due to (5.14) and Proposition 5.1(i), we can write

i1(x) ≥ Ea1(Y1)1I{w2Y2+···+wkYk>x+K1(x),w1|Y1|≤K1(x)}

= Ea1(Y1)1I{w1|Y1|≤K1(x)}P(w2Y2 + · · ·+ wkYk > x+K1(x))

∼ Ea1(Y1)P(w2Y2 + · · ·+ wkYk > x)

∼ Ea1(Y1)(FY2
(x/w2) + · · ·+ FYk

(x/wk))

uniformly in wk ∈ [a, b]k.
It remains to show that i2(x) = o(FY2(x/w2) + · · ·+ FYk

(x/wk)). Write

i2(x) ≤ Ea1(Y1)(1I{w1Y1>x/2} + 1I{w2Y2+···+wkYk>x/2})1I{w1|Y1|>K1(x)}

≤ Ea1(Y1)1I{Y1>x/(2b)}

+ Ea1(Y1)1I{|Y1|>K1(x)/b}P(w2Y2 + · · ·+ wkYk > x/2).

Hence, by assumption (5.8), Proposition 5.1(i) and the definition of class D we
get

i2(x) . o
(
FY2

(x/(2b)) + · · ·+ FYk
(x/(2b))

)
+ o(1)

(
FY2

(x/(2w2))

+ · · ·+ FYk
(x/(2wk))

)
= o

(
FY2

(x/w2) + · · ·+ FYk
(x/wk)

)
uniformly in wk ∈ [a, b]k.

(ii) We have by (5.10) and FYi ∈ D , i = 1, 2, that

Ea1(Y1)a2(Y2)1I{w1Y1+w2Y2>x}

≤ Ea2(Y2)Ea1(Y1)1I{Y1>x/(2w1)} + Ea1(Y1)Ea2(Y2)1I{Y2>x/(2w2)}
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= Ea2(Y2)o(FY2
(x/(2w1))) + Ea1(Y1)o(FY1

(x/(2w2)))

= o(FY1
(x/w1) + FY2

(x/w2))

uniformly for w2 ∈ (0, b]2.
(iii) Choose K2(x) > 0 such that K2(x) ≤ x, K2(x)↗∞ and

P(w3Y3 + · · ·+ wkYk > x±K2(x)) ∼ P(w3Y3 + · · ·+ wkYk > x)(5.15)

uniformly for w3, . . . , wk ∈ [a, b]. Now, split

Ea1(Y1)a2(Y2)1I{w1Y1+···+wkYk>x}

= Ea1(Y1)a2(Y2)1I{w1Y1+···+wkYk>x}(1I{|w1Y1+w2Y2|≤K2(x)}

+ 1I{|w1Y1+w2Y2|>K2(x)})

=: k1(x) + k2(x).

Similarly to case (i), we can show that

k1(x) ∼ Ea1(Y1)Ea2(Y2)(FY3
(x/w3) + · · ·+ FYk

(x/wk)),

k2(x) = o(FY3
(x/w3) + · · ·+ FYk

(x/wk)).

Indeed, by (5.15) and Proposition 5.1(i),

k1(x) ≤ Ea1(Y1)a2(Y2)P(w3Y3 + · · ·+ wkYk > x−K2(x))

∼ Ea1(Y1)Ea2(Y2)P(w3Y3 + · · ·+ wkYk > x)

∼ Ea1(Y1)Ea2(Y2)(FY3
(x/w3) + · · ·+ FYk

(x/wk)),

k1(x) ≥ Ea1(Y1)a2(Y2)1I{|w1Y1+w2Y2|≤K2(x)}P(w3Y3 + · · ·+ wkYk > x+K2(x))

∼ Ea1(Y1)Ea2(Y2)P(w3Y3 + · · ·+ wkYk > x)

∼ Ea1(Y1)Ea2(Y2)(FY3(x/w3) + · · ·+ FYk
(x/wk))

uniformly for wk ∈ [a, b]k, where we have used that

Ea1(Y1)a2(Y2)1I{|w1Y1+w2Y2|>K2(x)}

≤ Ea1(Y1)1I{b|Y1|>K2(x)/2}Ea2(Y2)

+ Ea2(Y2)1Ib|Y2|>K2(x)/2}Ea1(Y1) → 0.

For k2(x) we have

k2(x) ≤ Ea1(Y1)a2(Y2)1I{w1Y1+w2Y2>x/2}

+ Ea1(Y1)a2(Y2)1I{|w1Y1+w2Y2|>K2(x)}P
( k∑
i=3

wiYi > x/2
)

=: k21(x) + k22(x),

where, by assumption (5.12), Proposition 5.1(i) and the definition of class D ,

k21(x) ≤ Ea2(Y2)Ea1(Y1)1I{w1Y1>x/4} + Ea1(Y1)Ea2(Y2)1I{w2Y2>x/4}
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= Ea2(Y2)o
( k∑
i=3

FYi
(x/(4w1))

)
+ Ea1(Y1)o

( k∑
i=3

FYi
(x/(4w2))

)
= o
( k∑
i=3

FYi(x/wi)
)

and

k22(x) = o(1)

k∑
i=3

FYi
(x/(2wi))

uniformly for wk ∈ [a, b]k. The proof is complete. �

Corollary 5.1. Assume that k ≥ 2 and Y1, . . . , Yk are real-valued independent
r.v.s, such that FYi

∈ L ∩D , i = 1, . . . , k. Let ai : (−∞,∞) → [0,∞), i =
1, . . . , k, be measurable functions such that 0 < Eai(Yi) <∞ for each i and let

Eai(Yi)1I{Yi>x} = o(FYj (x)), i, j = 1, . . . , k, i 6= j.(5.16)

Then, uniformly for wk ∈ [a, b]k, for all l = 1, . . . , k it holds

Eal(Yl)1I{w1Y1+···+wkYk>x} ∼ Eal(Yl)

k∑
j=1
j 6=l

FYj
(x/wj),

and for all l,m, 1 ≤ l < m ≤ k, it holds

Eal(Yl)am(Ym)1I{w1Y1+···+wkYk>x}

=


o
(
FY1(x/w1) + FY2(x/w2)

)
, k = 2,

Eal(Yl)Eam(Ym)
k∑

j=1
j 6=l,j 6=m

FYj
(x/wj)(1 + o(1)), k ≥ 3.(5.17)

Proof. Observe that (5.16) with i = 1 implies all three conditions (5.8), (5.10),
(5.12) with i = 1. Then the statement follows straightforwardly from Proposi-
tion 5.2. �
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