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Sum of Squares-Based Range Estimation of an Object Using a Single 
Camera via Scale Factor 
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Abstract – This paper proposes a scale factor based range estimation method using a sum of squares 
(SOS) method. Many previous studies measured distance by using a camera, which usually required 
two cameras and a long computation time for image processing. To overcome these disadvantages, we 
propose a range estimation method for an object using a single moving camera. A SOS-based 
Luenberger observer is proposed to estimate the range on the basis of the Euclidean geometry of the 
object. By using a scale factor, the proposed method can realize a faster operation speed compared 
with the previous methods. The validity of the proposed method is verified through simulation results. 
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1. Introduction 
 
Recently, studies on vision-based control theory have 

been actively employed in the vision-based control systems 
[1-4] and also promoted by the development of computer 
processor and camera technologies including stereo vision 
[5-8] and Kinect [9-11]. Stereo vision obtains distance 
information between the camera and the object using the 
distance information between two cameras. However, 
both stereo vision system and Kinect require either 
information of two cameras or a long computation time 
for image processing. Several methods have been studied 
in [12-14] to overcome these disadvantages. Since only 
two dimensional information can be obtained using a 
single camera, three dimensional information including the 
range should be recovered from the image of the camera. 
In the case of [13, 14], batch algorithms based on the 
algebraic equation relating the three dimensional and two 
dimensional information are studied. The motion of the 
object is, however, much restrictive and the real-time 
implementation of the batch algorithm using various 
images is very hard. With this problem in mind, the sum of 
squares (SOS)-based studies using a single camera [12] 
have been conducted to estimate the distance from the 
camera to the object. Still, when camera velocity is slow, it 
takes a long estimation time in the case of [12]. Therefore, 
we propose an SOS-based range estimation method using 
a scale factor, so as to realize a faster operation time and 
to simplify the required camera information unlike [8, 9]. 
Compared to [12], the proposed method has shorter 
estimation time by using a scale factor and a relaxed 
camera velocity assumption. Through simulations we 

demonstrated the validity of the proposed method. 
 
 

2. Camera Dynamics Modeling 
 
When observing an object through a moving camera, 

the movement of feature points of the object is observed 
for every frame of video. Therefore, it requires the 
information of the relationship between the camera 
movement and feature points. Fig. 1 shows the camera 
and object coordinates. 

Let *F  be the coordinate system of the camera at the 
initial time 0t  (which corresponds to the initial point of the 
camera). Then, a camera frame CF  (which corresponds to 
the present position of the camera) changes through the 
rotation ( ) ( )3R t SO∈  and translation 3

fx ∈R  from *F . 
The feature point coordinates ( ) 3m t ∈R  are expressed in 

CF  as in (1) and its normalized coordinates ( ) 3m t ∈R  as 
in (2). 

 
 ( ) ( ) ( ) ( )1 2 3  

T
m t x t x t x t= ⎡ ⎤⎣ ⎦  (1) 
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Fig. 1. The camera and object coordinates 
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 ( ) 1 2
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( ) ( )
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⎣ ⎦

. (2) 

 
For the derivation of the dynamics for the range 

estimation, the state ( )y t  needs to be introduced based on 
(1) or (2) instead of directly using the coordinates in (1) or 
(2) as follows: 

 

( ) ( ) ( ) ( ) ( )
( )

( )
( ) ( )

1 2
1 2 3

3 3 3

1:     
   

.
T

T x t x t
y t y t y t y t

x t x t x t
⎡ ⎤

= =⎡ ⎤ ⎢ ⎥⎣ ⎦
⎢ ⎥⎣ ⎦

 (3) 

 
The normalized coordinates ( )m t  and the pixel 

coordinates satisfy the relationship  
 

 Cp A m=  (4) 
 

where ( ) [ ,  ,  1]Tp t u v= can be obtained by the coordinates 
of the feature point ( ), ( )u t v t ∈R , and 3 3

CA ×∈R  is 
determined by camera calibration. As in (4), ( )m t  is 
gained from ( )p t  and CA . It can provide the first two 
components of ( )y t . On the other hand, 3 ( )y t  is the 
inverse of the range 3 ( )x t  and thus its estimate can be 
used to obtain the range estimate. 

Object point q is represented in the camera frame CF  as 
 

   ( ) f Oqm t x Rx= +  (5) 
 

where Oqx  is a vector starting from the origin of *F  to q  
in CF . The time derivative of the variable in (5) can be 
represented as follows: 

 
 [ ]( ) rX

m t m vω= + . (6) 
 

Here, [ ] 3 3
X

ω ×∈R  is skew-symmetric with the camera 
angular velocity ( ) [ ] 3

1 2 3    Ttω ω ω ω= ⊂ R , and ( )rv t  is 
the relative velocity between the camera and the point  

 
 r c pv v Rv= − . (7) 

 
Here, 3( )

T

c cx cy cz cv t v v v V⎡ ⎤= ∈ ⊂⎣ ⎦ R is the camera velocity, 

3: ( )
T

p p px py pz pRv v t v v v V⎡ ⎤= = ∈ ⊂⎣ ⎦ R  is a velocity of  

the point q represented in frame FC , and ( )pv t =  
3T

px py pz pv v v V⎡ ⎤ ∈ ⊂⎣ ⎦ R  is a velocity of q  represented 

in *F . 
Using (3) and (6), the dynamics of ( )y t  can be 

represented as 
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⎪
⎪
⎪
⎩

 (8) 

Here, the states 1( )y t  and 2 ( )y t  are available from (4). 
On the other hand, 3 ( )y t  is unmeasurable and thus should 
be estimated. 

 
 

3. Design of Range Observer 
 
The motion dynamics in (8) are represented using 

polynomials with static object (i.e.,  0pv = ) as follows: 
 
1 2 1 3 1 1 1 1 2

2 3 2 2 1 2 2 2 1

3 2 3 1 3 3 3 0

cx cz

cy cz

cz

y y y v y v y
y y y v y v y
y y y y v y

ω ω ω ω
ω ω ω ω
ω ω

− − −⎡ ⎤ ⎡ ⎤ ⎡ ⎤ ⎡ ⎤
⎢ ⎥ ⎢ ⎥ ⎢ ⎥ ⎢ ⎥= + − + −⎢ ⎥ ⎢ ⎥ ⎢ ⎥ ⎢ ⎥
⎢ ⎥ ⎢ ⎥ ⎢ ⎥ ⎢ ⎥− −⎣ ⎦ ⎣ ⎦ ⎣ ⎦ ⎣ ⎦

. 

  (9) 
 

By the camera velocity assumption such as 0czv = , the 
motion dynamics become  

 
 y Ay α= +  (10) 

 
where  

 

 
2 1 3 1 1

3 2 2 1 2

2 3 1 3 0

cx

cy

y y v
A y y v

y y

ω ω ω
ω ω ω
ω ω

− −⎡ ⎤
⎢ ⎥= +⎢ ⎥
⎢ ⎥−⎣ ⎦

, 
2

1

0

ω
α ω

⎡ ⎤
⎢ ⎥= −⎢ ⎥
⎢ ⎥⎣ ⎦

. 

 
The SOS-based observer for the estimation of 3y  is 

designed as follows: 
 

 ( )
˙

ˆ

.

ˆ ˆy Ay L z z
z Cy

α
⎧⎪ = + − +⎨
⎪ =⎩

 (11) 

 

where 
1 0 0
0 1 0

C ⎡ ⎤
= ⎢ ⎥
⎣ ⎦

 is an output matrix. Using the 

range observer in (11), the error dynamics become 
 

 e Ae LCeζ= + −  (12) 
 

where  
 

ˆe y y= − , 
( )

( )
2 1 1 3

3 1 2 2

0

ˆ

0
ˆ

0

cx

cy

y y v
A y y v

ω ω
ω ω
+ −⎡ ⎤

⎢ ⎥= +⎢ ⎥
⎢ ⎥⎣ ⎦

, and  

( )
( )

( ) ( )

1 1 2 1 2

2 1 2 1 2

2 1 3 1 3 1 2 3 2 3

ˆ ˆ
ˆ ˆ

ˆ ˆ ˆ ˆ
.

y y y y
y y y y
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ω
ζ ω

ω ω
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The observer gain L  should be designed to achieve the 

stabilization of the error dynamics in (12), which results in 
the design of a range observer. Unlike the previous method 
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[12], where 1ω  , 2ω  should be zero, the proposed method 
eliminates the camera velocity assumption by using 
Lemma 1. 

Lemma 1: Given matrices D(x), E(x), and 
( ) ( )TS x S x=  of appropriate dimensions, suppose that the 

following inequality holds: 
 
( ) ( ) ( ) ( ) ( ) ( ) ( ) 0T T TS x D x F x E x E x F x D x+ + <  (13) 

 
where ( )F x  satisfies ( ) ( ) TF x F x I≤ . Then, for some 
ε 0> , the following inequality should hold: 

 

 ( ) ( ) ( ) ( )
( )

1ε ε 0
T

T D x
S x D x E x

E x
− ⎡ ⎤

⎡ ⎤+ <⎢ ⎥⎣ ⎦
⎣ ⎦

. (14) 

 
Proof: ( ) ( ) ( ) ( )1 2 1 2 1 2 1 2{ } { } 0TD x E x D x E xε ε ε ε− −− − ≥  

can be used to derive 
 
( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )1T T T TE x D x D x E x D x D x E x E xε ε −+ ≤ + .  

 
Next, ( ) ( ) ( ) ( ){ ( ) } { ( ) } 0TF x D x E x F x D x E x− − ≥  can 
be used to derive 
 

( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )( )T T T T TE x F x D x D x F x E x E x D x D x E x+ ≤ +  
 

Thus, (14) follows from these inequalities.       (Q.E.D.) 
 
Also,  ζ  satisfies the following norm-bounded 

conditions: 
 

 1 1
TF F I< , 2 2

TF F I<  (15) 
 

where  

1 1 2 2,   ( , )D diag ω ω ω= −  

2 1(0,  0,  )D diag ω=  

1 1 2 1 2 1 2 1 2 1 3 1 3ˆ ˆ ˆ ˆ ˆ ˆ, )( ,F diag y y y y y y y y y y y y= − − −   

2 2 3 2 3(0, ˆ )0, ˆF diag y y y y= −   

1 2 .E E I= =  
 

Let 
1

s

A A
d

=  and 
1

s

L L
d

= , where 0 1sd< ≤  is a 

constant scale factor introduced to have the quick 
estimation performance. Then, instead of the error 
dynamics in (12), the modified error dynamics given by 

 
 e Ae LCeζ= + −  (16) 

 
are used. It should be noted here that when sd  is chosen to 
be small, e  converges to its steady state value very 
quickly. Thus, the modified error dynamics in (16) can be 
used to obtain the range estimate by considering that the 
relationship between the steady state value of e  and that 

of e  exists. The observer gain L  which is needed for the 
design of the range observer can be designed as in the 
following theorem. 

 
Theorem 1: Suppose that the error dynamics are given 

by (16) and the conditions in (17) and (18) are satisfied for 
a symmetric X and a polynomial matrix M. 

 
 ( )1υ υT X Iε−  is SOS (17) 

 ( )υ  υT α β− +  is SOS (18) 
 

where 21 3, , 0ε ε ε >  are constants, T T TA X XA C Mα = + −  
MC− , 1 1

2 1 1 2 1 1 3 2 2 3 2 2
T T T TD D E E D D E Eβ ε ε ε ε− −= + ++ , 

and υ N∈R  is independent of e. A SOS-based observer 
gain L  can then be obtained by SOSTOOL [15] as 

 
 1 .L X M−=  (19) 

 
Proof: Since solutions X and M for the conditions in (17) 

and (18) exist, we can choose a Lyapunov function 
candidate V as 

 
 TV e Xe=  (20) 

 
where X > 0. Its time derivative can then be arranged as  

 

 

( )

    { } { }
     ( ) )
        
     

(

T T

T T

T T T T T

T T

T

dV e Xe e Xe
dt

Ae LCe Xe e Ae LCe
e A C L X e e A XLC e

Xe e
X

X
e

X
X

e

ζ ζ

ζ ζ
γ

= +

= + − + + −

=

++

− + −

≤

 (21) 

 
where 

 
1 1 1 2 2 2

T T T T T TA X XA C L X XLC E F D X XD F Eγ = + − − + +
 
is negative definite and thus the time derivative in (21) is 
negative semi-definite by defining M XL=  and by using 
Lemma 1. In this way, the conditions of Theorem 1 in (17) 
and (18) can be obtained.       (Q.E.D.) 

 
 

4. Simulation Results 
 
In this section, the validity of the proposed method will 

be verified through simulations. Two scenarios are shown 
in Table 1, where the velocities of the camera are set to be 
different. The first scenario is used for the comparison of 
the proposed method and the previous method [12] and the 
components of the camera linear velocity vector are time-
varying. The second scenario is used for the comparison of 
the proposed method using a scale factor and the proposed 
method without a scale factor. In both scenarios, the scale 
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is set to be 0.1sd =  and the initial state is set to be 
( ) [ ]0 5 .5 5 Ty =  The value of sd  is chosen to be less 

than 1 in order to improve the transient estimation 
performance. The case when 1sd =  corresponds to the 
one without using the scale factor. Whereas the estimation 
speed in Figs. 2 and 3 was still slow in the case of 

0.5sd = , 0.1sd =  results in the faster estimation 
response. 

Fig. 2 shows that the range estimation performance of 
the proposed method is more satisfactory than the previous 
method [12] in that the range estimate quickly converge to 
the actual value as in Fig. 2(a). To see this more clearly, the 

estimation error is provided in Fig. 2(b). As mentioned 
before, the camera linear velocity is time-varying in this 
scenario and the estimation performance is guaranteed 
even for the time varying range. 

Next, the validity of the introduction of the scale factor 
is shown in Fig. 3. Although the SOS-based range observer 
in (11) can work for the non-zero 1ω  and 2ω  and thus the 
constraints on the camera motion can be much relieved, the 
speed of the range estimation is also important. Therefore, 
we need to introduce the scale factor to improve the speed 
of the estimation performance. Whereas the results of the 
proposed method without scale factor is much slow in the 
case of scenario 2, the proposed method with scale factor 
results in much faster estimation performance in Fig. 3. All 
of the results in Figs. 2 and 3 show that the proposed 
method with a scale factor is better than both the previous 
method [12] and the proposed method without a scale 
factor. 

 
 

5. Conclusion 
 
We have proposed an SOS-based range estimation 

Table 1. Scenarios for the simulation 

scenario ( ) ( / s)cv t m  ( ) ( / s)c t radω  

Ⅰ 

( ) 1 0.5sin
8cx
tv t π⎛ ⎞= + ⎜ ⎟

⎝ ⎠
 

( ) 1 0.5sin
4cy
tv t π⎛ ⎞= + ⎜ ⎟

⎝ ⎠
 

( ) 0czv t =  

( )1 0.1sin
4
tt πω ⎛ ⎞= ⎜ ⎟

⎝ ⎠
 

( )2 0.1sin
4
tt πω ⎛ ⎞= ⎜ ⎟

⎝ ⎠
 

( )3 0.8tω =  

Ⅱ 

( ) 0.5cxv t =  

( ) 0.5cyv t =  

( ) 0czv t =  

( )1 0tω =  

( )2 0tω =  

( )3 0.5tω =  
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(b) Estimation error 3e  in scenario I 

Fig. 2. Comparison of the range estimation performance of 
the proposed methods with the previous method 
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(a) Estimate of 3y  in scenario II 
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(b) Estimation error 3e  in scenario II 

Fig. 3. Comparison of the range estimation performance of 
the proposed methods without and with the scale 
factor 
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method of an object using a moving single camera via a 
scale factor and verified its validity through simulations. 
Many previous methods have usually used multiple 
cameras. Even when a single camera is used, the camera 
motion should be much constrained and thus the estimation 
performance does not become satisfactory. To solve these 
limitations, SOS-based range estimation via a scale factor 
is proposed to design a range estimator. SOS method can 
use the polynomial form of nonlinear dynamics and the 
scale factor can increase the estimation speed so that the 
overall range estimation performance becomes satisfactory 
irrespective of the speed of the camera motion, unlike 
previous studies. The issues on the motion estimation of a 
moving object and the further relaxation of the constraint 
of the camera velocity can be pursued as a valuable future 
work. 
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