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Abstract 
 

The present paper proposes a novel dynamic system for hand gesture recognition. The 
approach involved is comprised of three main steps: detection, tracking and recognition. First, 
the gesture contour captured by a 2D-camera is detected by combining the three-frame 
difference method and skin-color elliptic boundary model. Then, the trajectory of the hand 
gesture is extracted via a gesture-tracking algorithm based on an occlusion-direction oriented 
linear extrapolation predictor, where the gesture coordinate in next frame is predicted by the 
judgment of current occlusion direction. Finally, to overcome the interference of insignificant 
trajectory segments, the longest common subsequence (LCS) is employed with the aid of 
velocity information. Besides, to tackle the subgesture problem, i.e., some gestures may also 
be a part of others, the most probable gesture category is identified through comparison of the 
relative LCS length of each gesture, i.e., the proportion between the LCS length and the total 
length of each template, rather than the length of LCS for each gesture. The gesture dataset for 
system performance test contains digits ranged from 0 to 9, and experimental results 
demonstrate the robustness and effectiveness of the proposed approach. 
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1. Introduction 

Recently, dynamic gesture recognition has become one of the hottest research topics in 
human computer interaction (HCI) and has played an important role in virtual reality, smart 
home and automatic control. Different from the traditional mouse and keyboard, dynamic 
gesture recognition technique provides a more natural way for interaction. Furthermore, rather 
than traditional ways for static gesture recognition, dynamic gesture recognition can offer 
more semantics and real-time user experiences. 

A dynamic gesture recognition system mainly consists of three key techniques: detection, 
tracking and recognition [1]. The action of gesture detection is to distinguish the hands from 
the surrounding environment by their characteristics, such as skin-color, outline, motion and 
texture, etc. Due to the interference of illumination, deformation and complex background 
environment, the precision and stability are crucial for any gesture detection methods. There 
are many models proposed in recent years to detect moving hands or other skin-color objects 
such as faces in complex environments. A skin-color threshold model was employed by 
Padam et al. [2] in the skin detection procedure, where the hand is supposed to be the largest 
skin-color object, and thus the non-hand components were filtered by comparing their areas. 
According to the skin-color clustering on the color space, the statistical models, such as elliptic 
boundary model and mixture Gaussian model, were employed to detect skin-color regions [3, 
4]. Both of them have optimal time spent and can be applied to a low-complexity background. 
In [5], a mean-shift segmentation algorithm was employed to segment the image into 
homogeneous regions, which were then labelled by using the AdaBoost classification method. 
For mean-shift based methods, the target color histogram was required in advance and its 
detection time will greatly increase with the increase of search number of iterations. The 
FloatBoost learning algorithm was proposed by Li et al. [6] to extend the original AdaBoost 
algorithm by incorporating the idea of floating search into AdaBoost. FloatBoost used the 
backtracking technique to remove the weak classifiers once they no longer contributed to the 
decrease of the training error rate. To improve the hand detection accuracy, the Kinect sensor 
was applied to capture both the color image and its corresponding depth map [7]. With the 
addition of depth information, the hand object can be detected in the cluttered backgrounds 
and lighting conditions. 

As for moving targets tracking, CamShift algorithm was employed by [8, 9] according to 
the change of color probability distribution, to adaptively control the size of the track window 
and the distribution pattern of target in tracking. CamShift based methods performed well in 
the cases of simple and constant backgrounds. Particle filter algorithm [10, 11] randomly took 
some posterior probability samples to approximately represent the whole posterior probability 
density distribution of the target state variables and used the current value and historical 
observations to estimate the current state of the target. Due to a relatively high computational 
complexity, it is difficult to meet the requirements of real time tracking in dynamic gesture 
recognition system. Kalman filter was one of the widely used tracking algorithms [12, 13], and 
it established the state model of system by maximizing the posteriori probability of history 
measurements to forecast the target state. Traditional linear extrapolation method was 
employed in [14, 15] with the assumption that the hands always maintain uniform linear 
motion on both horizontal and vertical directions in each neighboring frames.  

For gesture recognition, the hidden Markov model (HMM) [16,17] was a widely used 
approach to solve the problem of gesture classification. HMM based recognition methods treat 
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each gesture as a set of states associated with the probabilities of initial, transitional, and 
output states, which were learned from the training data. Then the most probable gesture 
category was obtained by applying a model with the maximal probability. Conditional random 
field (CRF) [18,19] was a discriminative probabilistic model, yet it avoided the independence 
assumption and Markov property. Recently, some longest common subsequence (LCS) based 
methods have been proposed for dynamic gesture recognition [20, 21]. Specifically, in [20], 
most probable longest common subsequence (MPLCS) was proposed to measure the 
similarities between the probabilistic templates and the gesture for recognition, where the 
probabilistic templates for each pre-defined gesture patterns were trained beforehand. In 
addition, the algorithm permitted a more general representation of the data set by taking into 
account the possible trajectory distortions with different probabilities through using a 
probabilistic 2-D template rather than a deterministic 1-D template. In [21], most 
discriminating segment-longest common subsequence (MDSLCS) was proposed, the 
algorithm obtained a more discriminative classifier via extracting and recognizing the 
discriminating segments rather than the full gestures. Note that the discriminating segments in 
[21] was defined as a subgesture which is the most distinguishable subsegment relative to 
other gesture segments. 

In this paper, an efficient gesture recognition method is put forwarded which can achieve a 
higher recognition rate by using a standard 2D camera. There are three highlights in this paper. 
The first is that we combine the three-frame difference method and skin-color elliptic 
boundary model in gesture detection procedure to effectively detect hand gestures in the 
skin-color like backgrounds. The second is that, to improve the accuracy of gesture tracking in 
the case of occlusion and hands-overlapping, we propose a direction-based adaptive linear 
extrapolation predictor, where the to-be-predicted coordinate is determined according to an 
occlusion direction judgment. Thirdly, in the process of gesture classification, we apply an 
improved LCS algorithm by incorporating the velocity information to remove the 
interferential subgestures. Furthermore, we seek to get the most probable matched template by 
comparing the relative LCS length of each gesture, i.e., the ratio between the length of LCS 
and the total length of each template, rather than the length of LCS for each gesture.    

In the sections that follow, Section 2 is devoted to the exposition of the proposed system; 
Section 3 deals with the experimental results and the corresponding analysis. Finally, Section 
4 is the conclusion reached.  

2. Proposed system 

2.1 Overview of the system 
Fig. 1 shows an overview of the proposed system. Firstly, a user feeds a gesture to the system 
and the gesture within the scene is captured by the camera instantaneously. Next, the captured 
video sequence is transmitted to the computer, and gesture recognition algorithm is activated 
to match the detected gesture with our pre-defined patterns. Specifically, three steps, i.e., 
gesture detection, tracking and recognition, are taken to recognize the dynamic gesture from 
the video sequence with interference, and to eliminate the distractions and produce an accurate 
result with some improvements. The improvements of above-mentioned three steps will be 
explained in detail in the following sub-sections.  Finally, the output of the system will show 
whether the captured sequence contains any significant gesture or merely meaningless gesture. 
If it is the former, the system will recognize the most probable gesture from our 
pre-established gesture template set.  
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Fig. 1. Overview of the proposed system 

2.2 Hand gesture detection 
Gesture detection refers to the process of identifying the hand regions from a captured video 
sequence. A high accuracy and efficient detection algorithm can contribute to the 
improvement of the final recognizing performance. In our study, we employ the motion and 
skin-color features to detect the dynamic hand gesture. Specifically, we extract the motion and 
skin color features by using three-frame difference and the skin-color elliptic boundary model 
respectively. Using this combination, the gesture can be detected effectively in a complex 
background environment. 

Three-frame difference is one of the popular methods for motion detection [22, 23]. Firstly, 
we extract three consecutive frames from the to-be-detected video sequence and convert them 
into grayscale intensity images, where the converted (𝜏𝜏-1)th, 𝜏𝜏th and (𝜏𝜏+1)th gray frames are 
denoted by f𝜏𝜏-1, f𝜏𝜏 and f𝜏𝜏+1, respectively. Next, two binary maps, denoted by D1 and D2, are 
determined according to the absolute difference between f𝜏𝜏-1 and f𝜏𝜏, and the absolute difference 
between f𝜏𝜏 and f𝜏𝜏+1, respectively.  
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where f𝜏𝜏(x, y) represents the intensity value of pixel at location (x, y) in the 𝜏𝜏th frame, and T is a 
preset threshold, which is empirically set as 10 in our experiments, to remove the tiny 
movement area (such as face area). Finally, the target contours map D is obtained by executing 
the logical AND operation between D1 and D2.  

1 2( , ) ( , ) & ( , )D x y D x y D x y=                                                    (3) 
Fig. 2 illustrates a schematic diagram of three-frame difference, where the three rectangles 

in the left column indicate a moving object in three continuous frames. Beyond that, the wide 
red borders in the middle column indicate the difference between adjacent two frames (top for 
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fτ-1 and fτ, and bottom for fτ and fτ+1), and tiny red borders in the right column represent the 
manipulation of three-frame difference by equation (3).  

 
Fig. 2. The schematic diagram of three-frame difference method 

 
Once the moving regions are identified, we employ the skin-color elliptic boundary model, 

which is a statistical model and firstly proposed by Hsu et al. [3], to detect skins on the moving 
regions. As demonstrated in [3], a pixel will be classified as a skin-color pixel once it satisfies 
the following equations: 
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where, Cx=109.38, Cy=152.02, θ=2.53 rad, eCx=1.60, eCy=2.41, a=25.39, b=14.03. Cb and 
Cr represent the blue and red chrominance of a given pixel in the YCrCb color space, 
respectively. More details can refer to [3]. 

For the sake of description, we take the original frame shown in Fig. 3(a) as an example. 
First, a preliminary motion region, shown in Fig. 3(b), is extracted using three-frame 
difference method. As can be seen from Fig. 3(b), the preliminary region does not contain 
complete outlines, and even worse, there are full of irregular holes. To improve the detection 
accuracy, we fill the holes using morphological dilation operation to generate a binary moving 
area mask as shown in Fig. 3(c). To refine the gesture region, we use the skin-color elliptic 
boundary model to localize the skin regions in the pre-determined moving area mask, as 
shown in Fig. 3(d). Finally, we mark the target with the red ellipse as shown in Fig. 3(e) by 
fitting the contours of the target.  

Fig. 4 shows the flowchart of the proposed method. It should be noted that in the process 
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motion, and therefore, the three-frame difference method may not work properly. To avoid 
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applying the logical OR operator onto the detection map of current frame and that of preceding 
frame. Then, another skin color detection operation is executed on the redefined motion area 
before generating the final detected gesture ellipses. At this point, we have explained how to 
extract precise gesture regions from input video sequence.   

 
Fig. 3. Gesture detection result for an input video sequence: (a) original frame, (b) preliminary motion 

area generation by applying three-frame difference method, (c) morphological process, (d) binary 
detection map by using skin-color elliptic boundary model, and (e) final refined detection result by 

using ellipse fitting 

 
Fig. 4. The flowchart of hand gesture detection process 

2.3 Dynamic gesture tracking 
After gesture detection, the next step is to track dynamic gesture. Considering the influence of 
occlusion and hands-overlapping, a dynamic gesture tracking method is proposed in this 
sub-section with the assistance of improved linear extrapolation predictor. 

Traditional linear extrapolation employed in [14, 15] is based on the assumption that the 
hands always maintain uniform linear motion on both x and y coordinates between 
neighboring states. Therefore, the predicted position can be represented as (x𝜏𝜏+Δx𝜏𝜏, y𝜏𝜏+Δy𝜏𝜏), 
where (x𝜏𝜏, y𝜏𝜏) is the coordinate of the current location, Δx𝜏𝜏 and Δy𝜏𝜏 are the displacements 
between the current and the preceding frames along x and y coordinates respectively. However, 
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actually, a free-air gesture usually follows random irregular movement and the velocity 
changes a lot even in the neighboring frame. To reduce these prediction deviations, we use the 
average displacement of former two frames as the future-frame displacement. Fig. 5 shows the 
prediction diagram of linear extrapolation based on the average displacement, and the 
predicted location, denoted by (xp, yp), can be calculated by: 

1 2
1 3 1( )
2 2 2px x x x x xτ τ τ τ τ− −= + ∆ + ∆ = −                                         (6) 

1 2
1 3 1( )
2 2 2py y y y y yτ τ τ τ τ− −= + ∆ + ∆ = −                                         (7) 

 
Fig. 5. Linear extrapolation based on the average displacement  

 
However, the deviations between the gesture centroid and actual position, caused by 

unstable illumination, slight hand shaking, and other interference as shown in Fig. 6, are 
inevitable in the natural environment. Specifically, as can be seen in Fig. 6(a), the detected 
centroid (red hollow circle) is deviated from actual coordinate (blue solid circle) because only 
part of the hand is detected, while in Fig. 6(b), the deviation is caused by a slightly hand 
shaking. Since the detected centroid will be ceaselessly updated in the following frames, 
therefore, the deviation merely exists a short time and its influence can be neglected in most 
normal cases. Nevertheless, in the case of occlusion or hands-overlapping, this kind of 
deviation will deteriorate the final tracking result due to the vacancy of the detectable occluded 
gesture positions. For most tracking methods, the missing coordinates are replaced by the 
predicted position and the prediction error is expanded during the entire occlusion process. Fig. 
7 shows an example of a hand obscured by a book. Predicted position deviates from the actual 
position in frame 192, and is beyond the view of the camera in frame 197. In Fig. 7(d), the 
obscured hand is falsely tracked as a new gesture target when the hand is pulled away from the 
book in frame 202. 

 
Fig. 6. The deviation between the detected gesture centroid and actual position: 

 (a) the hand not fully detected and (b) a slight hand shaking  
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Fig. 7. A Tracking failure caused by an inaccurate predictor: (a) frame 187, (b) frame 192, (c) frame 197 

and (d) frame 202 
 

Fig. 8 schematically displays the process of the proposed prediction method in the 
occasions of occlusion or hands- overlapping, where the time τ is the approaching instant of 
occlusion or hands-overlapping. Fig. 8 shows the situation where the actual direction of the 
target is approximately parallel to the x axis, and a deviation has existed in time τ, where the 
actual position and the detected gesture centroid are represented by a blue and black solid 
circles, respectively. If we predict the centroid in the next frame by equations (6) and (7), the 
predicted coordinate (xp, yp), represented by a green solid circle, will deviate from the actual 
point (a blue solid circle) by a large margin and the deviation will increase until the end of 
occlusion and hands-overlapping. 

 
Fig. 8. The proposed gesture prediction method using adaptive linear extrapolation predictor 
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solid ellipses with centroids C1 and C2, with their corresponding prediction coordinates, 
denoted by points P1 and P2 as shown in Fig. 9. Now we define a metric M(P, C) to measure 
the distance between the detected gesture centroid (xc, yc) and the predicted coordinate (xp, yp) 
as follows: 

2 2( , ) ( ) ( )c p c pP C x x y yM = − + −                                             (10) 
Besides, we set a threshold 𝛾𝛾 to determine whether a matching is successful or not, where 𝛾𝛾 is 
decided by the major semi-axis of the detected ellipse in the preceding frame. If M(P, C) ≤ 𝛾𝛾, 
such as M(P1, C1) indicated in Fig. 9, the detected centroid is regarded as a successful 
matching with its corresponding prediction coordinate, i.e., the detected centroid is considered 
to belong to a previous tracking object and is added to its corresponding trajectory. Otherwise, 
if every probable M(P, C) is larger than 𝛾𝛾,  the detected object, such as C2 in Fig. 9, is 
considered as  a new target, and meantime, the mismatched prediction coordinates, such as P2 
in Fig. 9, are removed to suppress the expansion of prediction error. Thus far, we have 
interpreted how to track the gesture trajectory with an adaptive linear extrapolation predictor.   

   
Fig. 9. Gesture matching for the detected centroids in current frame (C1 and C2) and their corresponding 

prediction coordinates from the preceding frame (P1 and P2)  

2.4 Gesture recognition incorporating improved LCS and velocity information 
In order to establish whether the tracked trajectory falls into the corresponding gesture 
category in line with semantics, a classification method integrating an improved LCS and 
velocity information is employed to reduce the influence of the interferential and transitional 
parts in a gesture trajectory as shown in Fig. 10.  

 
Fig. 10. The interferential and transitional parts in trajectories of digits “3”, “4” and “5” 
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obtained trajectory with pre-constructed gesture templates, we quantify all the direction 
vectors into integers in the range of [0, 15] using the sixteen direction vector diagram as shown 
in Fig. 11 (b). The quantification value Q of the gestures is determined by  

,       if 0 and 0
8,                      if 0
16 , if 0 and 0

c c

c

c c

x y
Q x

x y

θ
θ
θ

∆ ≥ ∆ ≥
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                                           (12) 
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                                                          (13) 

 
In Equation (13), the operator ⌊∙ ⌋ indicates a round down operation and, Δxc and Δyc represent 
the displacements of gesture positions in current and preceding frames along x and y axis, i.e., 

( ) ( 1)
( ) ( 1)

c c c
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x x x
y y y

τ τ
τ τ
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where (xc(𝜏𝜏), yc(𝜏𝜏)) and (xc(𝜏𝜏-1), yc(𝜏𝜏-1)) represent the coordinates of the gesture centroids at 
current frame 𝜏𝜏 and preceding frame 𝜏𝜏 – 1, respectively.  

 
Fig. 11. Quantification of the gesture: (a) encoding for digit gesture “3” and (b) direction vector diagram  
 

Velocity information is introduced as an assistance to eliminate the interference of the 
interferential and transitional trajectories, and thus, improving the recognition performance. 
From our observation, the velocities of movements for most interferential and transitional 
parts are higher than the meaningful parts. That is because meaningful hand gestures are 
driven by a careful and conscious thought in most occasions, while most of interferential 
gestures are caused by some subconscious movements. In order to measure the velocity of 
movement for each frame, here, we set the displacement of two gesture centroids in current 
and preceding frames as our velocity metric. As shown in Fig. 10, the velocities of 
interferential and transitional parts are much higher than other parts, i.e., they are shown to 
have relatively larger displacements. Then we set a velocity threshold, which is set to 40 pixels 
in our experiments, to distinguish high-speed or low-speed segments. If the displacement 
between two coordinates is larger than our preset threshold, its corresponding Q is changed to 
16, i.e., a number out of its original range [0, 15]. 

To classify the gestures, we compare the similarity of a given numerical string and template 
strings by using an improved LCS algorithm. The traditionally LCS method measures the 
similarity by calculating the length of the longest common subsequence. Given two strings S1 
and S2 with length I and J respectively, S1(i) and S2(j) are the ith member of the string S1 and the 
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jth member of S2 respectively, and L(i, j) represents the value of the LCS matrix at the location 
of (i, j). Fig. 12 shows an example of LCS measurement, where we take S1= {2, 8, 6, 9, 4, 1} 
and S2= {5, 2, 6, 8, 3, 9, 1} for example. The L(i, j) is calculated as follows: 

1. Both L(0, j) and L(i, 0) are set at 0 
2. Rest L(i, j) are calculated by 

1 2

1 2

1 ( 1, 1),                if ( ) ( )
( , )

max( ( 1, ), ( , 1)) , if ( ) ( )
L i j S i S j

L i j
L i j L i j S i S j

+ − − =
=  − − ≠

                         (15) 

The length of the longest common subsequence is determined by the value of L(I, J). In our 
example, the LCS length is 4, and the longest common subsequence is {2, 6, 9, 1}. 
 

 j 0 1 2 3 4 5 6 
i  S1 2 8 6 9 4 1 
0 S2 0 0 0 0 0 0 0 
1 5 0 0 0 0 0 0 0 
2 2 0 1 1 1 1 1 1 
3 6 0 1 1 2 2 2 2 
4 8 0 1 2 2 2 2 2 
5 3 0 1 2 2 2 2 2 
6 9 0 1 2 2 3 3 3 
7 1 0 1 2 2 3 3 4 

Fig. 12. LCS matrix 
 

The LCS can rapidly match the targets with predefined templates by using feature distance 
costs. However, it does not perform well in the case of subgestures, which is an unavoidable 
problem in all gesture recognition studies. A subgesture is a particular gesture that is a segment 
for another gesture as well. It exists widely in the gesture recognition system. For instance, the 
letter “c” is a subgesture of letter “d”, “e” and “o”, the digit “1” is a subgesture of digit “4” and 
“7”. Taking the recognition of digit “1” for example, the LCS length between our quantized 
trajectory and template of digit “1” coincides with the LCS length between ours and template 
“4” or “7”. In other words, in some occasions, digit “1” is falsely recognized as “4” or “7”. To 
solve this problem, we recognize gesture by comparing the ratio, denoted by R, between the 
length of the longest common subsequence and the total length of corresponding template, i.e., 
R is defined by 

   ( , )( , )
( )

L g mR g m
T m

=                                                  (16) 

where, L(g. m) represents the length of LCS of a given gesture g and template m, and T(m) 
represents the length of template m. Therefore, the recognized gesture is determined by 
seeking the largest R with a fixed g and all probable templates. Otherwise, if there is no 
appropriate template for matching, i.e., every R is smaller than the threshold, the system will 
regard the input as an unrecognized gesture. 

3. Experimental Results and Analysis 
In Section 2, we have presented the whole dynamic gesture recognition system in the order of 
detection, tracking and recognition. In this section, the accuracy and the effectivity of the 
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proposed method are to be experimentally evaluated. The program development environment 
is Microsoft visual studio 2010 and OpenCv 2.3.1. In addition, all the algorithms are executed 
on a PC with an Intel Core 2 Duo CPU T6570@ 2.10 GHz, a 64 - bit windos8.1 system and 4G 
RAM. The whole test process is videotaped in real time by Logitech HD Webcam C270. 

3.1 Evaluation of hand gesture detection 
In this sub-section, we evaluate the detection performance of the proposed method. It should 
be noted that the whole test process is videotaped under the complex background with many 
same skin-color regions to evaluate the detection performance of the proposed method. To 
demonstrate the efficiency of the proposed method, Fig. 13 shows the hand detection results of 
the proposed approach and some other state-of-art methods, i.e., detection algorithm based on 
threshold value model [2], skin-color elliptic boundary model [3], Meanshift algorithm [5] and 
Haar-like classifier [24].  In addition, to evaluate the consuming time of the proposed method, 
we counted the average time of detection process in seven continuous frames for all five 
comparative methods as shown in Fig. 14. As shown in Fig. 13 and Fig. 14, in all of these 
methods, the threshold value model and the skin-color elliptic boundary model take the shorter 
detection time but they have poor accuracy, and both of them falsely detected the same 
skin-color regions, such as the door and the desks. Since both methods merely extract the 
skin-color feature as the sole characteristic for gesture detection, it is inevitable to have some 
faults, especially under the background with same skin-color regions. For the other three 
algorithms, all hands are detected accurately. However, Meanshift is improper in real-time 
system due to its requirement of pre-statistical color histogram. Moreover, the time for 
Meanshift is the longest one as shown in Fig. 14. As for Haar-like classifier based method, 
training classifier is a time-consuming process and it needs a certain amount of positive and 
negative samples. In summary, to seek a trade-off between accuracy and real-time execution, 
the proposed detection scheme, by combining the motion and skin-color features, exhibits the 
best performance among all comparative methods. 
 

 
Fig. 13. The results of the hand gesture detection: (a) the detection result by threshold value model, (b) 
the detection result by skin-color elliptic boundary model, (c) the detection result by Meanshift based 

algorithm, (d) the detection result by Haar-like classifier based method and (e) the detection result of the 
proposed method 

 

(a)  (b)  
 

(c)  (d) 

(e)  



KSII TRANSACTIONS ON INTERNET AND INFORMATION SYSTEMS VOL. 11, NO. 9, September 2017                             4503 

  
Fig. 14. Time cost comparison of five gesture detection algorithms 

3.2 The accuracy of hand gesture tracking 
To evaluate the tracking accuracy of the proposed method, we compare the actual trajectory 
with three predicted trajectories determined by three different predictors, including uniform 
velocity predictor employed in [14], Kalman filter predictor employed in [13] and the 
proposed predictor. Fig. 15 illustrates an example for tracking accuracy comparison, where 
the authentic trajectory is denoted by red dot, and the trajectories obtained by the predictors of 
uniform velocity, Kalman filter and the proposed adaptive linear extrapolation are denoted by 
green square, orange rhombus and purple triangle, respectively. For quantitative comparison, 
we evaluate the performance by comparing the deviations between the actual locations and 
predicted locations. The deviation E is calculated by 

  2 2( ) ( )a p a pE x x y y= − + −                                          (17) 

where, ( , )a ax y and ( , )p px y are the coordinates of the actual location and the predicted 
location, respectively. Fig. 16 shows the comparison of deviations for three predictors at each 
indexed location. As shown in Fig. 16, in terms of deviation, the proposed method has the best 
performance in index of 2, 3, 6, 7, 8, 9, 11, 12, 13, 14, and the average deviation of the 
proposed method in Fig. 16 is 3.374 pixels, while the average deviations by uniform velocity 
predictor and Kalman filter are 4.174 pixels and 6.257 pixels, respectively. It goes without 
saying that lower deviation lead to better tracking performance.  

 
Fig. 15. The trajectory of the actual and prediction 
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Fig. 16. Comparisons of deviations for three predictors 

 
 

Next, the effectiveness of the proposed tracking method in the case of hand occlusion and 
hands-overlapping are verified in Fig. 17 and Fig. 18, respectively. Specifically, Fig. 17(a) 
and (b) show the tracking results without or with the proposed predictor in the case of hand 
occluded by a book, respectively.  As can be seen from comparison results, the trajectory can 
be very effectively tracked in the collusion process by the improved predictor. Fig. 18(a) and 
(b) show the tracking results without or with the proposed predictor in the case of hands 
overlapping, respectively. Comparing with the middle column of Fig. 18, two hands in 
overlapping condition can be correctly detected as the isolated targets by using our predictor. 
By using the predicted data rather than the actual data in some irregular cases such as 
occlusion and hands-overlapping, hand object can be well identified without any 
discontinuous and undistinguishable trajectory. 

 

 
 

Fig. 17. Tracking results in the case of hand occlusion:  
(a) the tracking results without predictor and (b) the tracking results of the proposed method 

 
 
 
 
 

(a)  
 

(b) 
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Fig. 18. Tracking results in case of hands overlapping:  

(a) the tracking results without predictor and (b) the tracking results of the proposed method 
 

3.3 The accuracy of hand gesture recognition 
Trajectory classification is a challenging task in a dynamic gesture recognition system. To 
evaluate the accuracy of the proposed gesture recognition algorithm, we implemented the 
proposed method through recognizing the digit gestures from “0” to “9”.  Before carrying out 
recognition procedure, we establish the digit gesture templates for matching with tracked 
trajectory as shown in Fig. 19. It should be pointed out that the templates we defined are more 
in line with our writing habits. Then, eight people (three females and five males) were invited 
to participate in our experiments, and each person executed 50 repetitions of each of 10 gesture 
digits in the front of our camera. Note that the digit gesture was captured and recognized in real 
time in our system. Therefore, we collected a total of 400 samples of each digit as our test 
dataset. In order to eliminate the confusion between the digits “0” and “6”, we calculated the 
distance between the start point and the end point and the distance of digit “6” is greater than 
digit “0” obviously. Finally, we counted the recognition rate of each digit and listed in Table 1. 
As can be seen from Table 1, in some cases, the digits “4” and “7” are mistakenly recognized 
as digit “1”. This is due to the fact that the digit “1” is a subgesture of both digit “4” and “7”, 
and the non-subgesture segments in “4” and “7” may not fully tracked. Eventually, we achieve 
an average recognition rate of 99.2%. 
 

 
Fig. 19. Digit gestures 

 
 
 
 

(a)  
 

(b) 
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Table 1. Recognition rates of digit gestures (%) 
Rows correspond to the ground truth digits, and colums correspond to the classified digits. The “UG” 

column shows unrecognized gesture, and “ - ”stands for zero. 
 0 1 2 3 4 5 6 7 8 9 UG 

0 98.7 - - - - - 1.3 - - - - 
1 - 99.5 - - - - - 0.3 - 0.2 - 
2 - - 99.7 - - - - - - - 0.3 
3 - - 0.6 99.2 - - - - - - 0.2 
4 - 0.8 - - 99.2 - - - - - - 
5 - - - 0.5 - 99 - - - - 0.5 
6 0.3 - - - - - 99.7 - - - - 
7 - 1.3 - - - - - 98.5 - - 0.2 
8 - - - - - 0.3 - - 99.2 - 0.5 
9 0.3 - - - - - - - - 99.7 - 

 

We also make a comparison of recognition rates with other state-of-art methods, such as 
traditional LCS, MPLCS [20] and MDSLCS [21] based gesture recognition methods. The 
recognition rates of each digit ranged from 0 to 9 are shown in Fig. 20. By testing the classical 
LCS method in our dataset, it achieves an average recognition rate of 75.02%, which is lower 
than [20, 21] and us, especially in the cases of recognizing digit “4”, “5” and “7”. This is due to 
the influence of interference and subgestures. All the remaining comparison methods exhibit 
the satisfying recognition accuracies, specifically, MPLCS achieved a recognition rate of 
98.7% as shown in [20], while for MDSLCS, it has an accuracy of 92.6%. Due to the 
improvements on all three phases (detecting, tracking and recognition), the recognition rate by 
our method outperforms the state-of-the-art recognition methods. Beyond that, the consuming 
time for the recognition of each gesture is around 80-110ms, which has been able to meet the real-time 
requirement. Note that the above provided time is based on the codecs without any optimization. 
However, it should be pointed out that, the test dataset in our algorithm is captured by a 
standard 2D camera, while the datasets in [20, 21] captured by 3D cameras. Therefore, the 
orientation options for a user interacting with a camera are restricted due to the lack of depth 
information. In addition, the ultimate goal of us is to achieve the effective recognition of continuous 
gestures. However, we have to admit that in the current stage, the accurate segmentation between two 
consecutive gestures is still a problem, which will be one of our future works. 

 
Fig. 20. Comparisons of the recognition rates by the proposed method and other state-of-the-art 

methods 
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4. Conclusion 
In this paper, we have designed a novel dynamic gesture recognition system which allows 

users to unconstrainedly write the digit gestures or other gestures, whose template is included 
in a pre-established template set. Firstly, in gesture detection process, we combine the 
three-frame difference method and skin-color elliptic boundary model to detect the hand 
gesture without any other tiny moving regions. Next, we employ an adaptive linear 
extrapolation predictor to extract the gesture trajectory even in the cases of occlusion and 
hands- overlapping. Finally, we propose a relative length metric LCS algorithm incorporating 
velocity information for trajectory classification. Experiments have demonstrated the 
effectivity and robustness of the proposed system.  
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