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Abstract 
 

Installing caching and computing facilities in mobile edge networks is a promising solution to 
cope with the challenging capacity and delay requirements imposed on future mobile 
communication systems. The problem of optimal facility placement in mobile edge networks 
has not been fully studied in the literature. This is a non-trivial problem because the mobile 
edge network has a unidirectional topology, making existing solutions inapplicable. This 
paper considers the problem of optimal placement of a fixed number of facilities in a mobile 
edge network with an arbitrary tree topology and an arbitrary demand distribution. A 
low-complexity sequential algorithm is proposed and proved to be convergent and optimal in 
some cases. The complexity of the algorithm is shown to be ( )2O H γ , where H  is the height 
of the tree and γ  is the number of facilities. Simulation results confirm that the proposed 
algorithm is effective in producing near-optimal solutions.  
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1. Introduction 

The increasingly widespread and diverse usage of mobile data services imposes multiple 
challenges on future mobile communication networks. A primary challenge is exploding 
capacity demand, which requires the overall system capacity to increase in an order of 
hundreds of times [1] [2].  Another significant challenge is stringent delay requirement, which 
is essential to a multitude of Internet of Things (IoT) applications with time-critical control 
missions [3] [4]. Further challenges include dynamic spectrum management [5], high energy 
and spectrum efficiency [6] [7], and support for high mobility [8]. To address these challenges, 
it is envisioned that caching and computing facilities, which are traditionally centralized and 
located close to the core network (e.g., cloud computing [9]), should also be distributed and 
installed at the mobile edge network in the vicinity of users (e.g., fog computing [10]).  
Because a large portion of mobile traffic comes from content delivery services such as 
streaming of popular videos [1], mobile edge caching can effectively reduce the backhaul 
traffic and ease the backhaul capacity bottleneck. Similarly, mobile edge computing can 
effectively reduce communication hops between an end device and its server, thereby enabling 
ultra-low delay end-to-end communication services. 

The mobile edge network is a hierarchical network consisting of multiple entities 
including base stations (BSs), switches, and/or routers. Typically, the network has a tree 
topology, with BSs being the bottom leaves of the tree. A computing/caching facility can be 
installed at different levels of the tree on either a BS, switch, or router. Placing a facility closer 
to the leaves of the tree will yield better performance in terms of delay, but at the cost of 
reduced service coverage. In practice, given a finite budget and a fixed number of 
caching/computing facilities, it is important to decide where to place these facilities in the 
network to achieve optimized overall performance. In addition, tentative placement of edge 
computing facilities is important for performance enhancement and recovery of overloaded 
mobile edge computing networks [11]. This motivates our study in this paper to propose an 
optimal facility placement algorithm, within the particular context of mobile edge computing 
and caching. 

Content caching at the mobile edge network has recently become an active research field 
and has yielded a wealth of literature. For example, the problem of proactive caching were 
studied in [12] [13], the problem of collaborative caching strategy together with network 
coding were investigated in [14] [15], and the asymptotic analysis for content caching and 
delivery were provided in [16] [17].  These papers, however, typically focus on the problem of 
“content placement”, which decides what subset of contents (depending on their local 
popularity) should be cached in a particular location. Our paper deals with a different problem 
of “facility placement”, which decides where to place a given number of facilities in the 
network. The general problem of optimal facility placement is a classic and well-investigated 
topic. Mathematically, it is known as the p-median problem and was first formulated and 
studied by Haklmi in 1964 [18]. For a general graph, Haklmi et al. showed that the p-median 
problem is NP-hard [19]. In the context of communication networking, the facility placement 
problem were studied in [20] and the references therein, mostly within the context of placing 
data center in core networks. A brief literature review is provided in the next section. To our 
best knowledge, the problem of optimal facility placement in the particular context of mobile 
edge caching and computing has not been thoroughly investigated.  

This paper studies the optimal facility placement problem in the mobile edge network with 
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tree topology. Our problem differs from the classic p-median problem in several aspects. First, 
the communication links in our scenario are assumed to be unidirectional, while the links in a 
p-median problem are bidirectional. Second, in our scenario, there is a pre-existing 
facility/server connected to the root of the tree, while the p-median problem does not have any 
pre-existing facility. These two differences essentially distinguish our problem from the 
p-median problem. The main contributions of our paper are summarized as follows. 
1) Given a fixed number of facility γ , the network topology, and the distribution of user 

demand, we propose a heuristic algorithm to give optimized facility placement policy. 
2) The proposed algorithm is proved to be convergent in an arbitrary tree topology and 

optimal in certain occasions. The time complexity of the algorithm is shown to be 
( )2O H γ , where H  is the height of the tree. 

3) The performance of the proposed algorithm is validated via extensive simulations by 
comparing with the upper and lower bounds.  

The remainder of this paper is organized as follows. Section 2 provides a brief literature 
review on the related work. Section 3 describes our system model and formulates an 
optimization problem. Section 4 presents the proposed algorithm. Section 5 analyses the 
properties of the algorithm. Simulation results and discussions are provided in Section 6. 
Finally, Section 7 concludes the paper. 

2. Related Work 
Optimal facility placement is a well-defined mathematical problem and has attracted research 
interests for decades. Hakimi et al. were the first to define two closely-related problems, the 
p-median problem and the k-center problem [18]-[21]. The difference is that while the 
p-median problem aims to optimize the average performance, the k-center problem [22] aims 
to optimize the worst-case performance. In this paper, we consider the average performance 
weighted by user demand; hence our problem is more similar to the p-median problem. Paper 
[19] proved that the p-median problem is NP-hard for a general network topology and gave an 
optimal algorithm with a time complexity of ( )2 2O n p  to solve the original p-median problem 

on tree graphs. In [23], an algorithm was proposed with time complexity ( )2O n p  for tree 
graphs. To solve the general p-median problem, paper [24] proposed an algorithm to exploit 
the network structure, paper [25] proposed a heuristic algorithm based on dynamic 
programming theory, and paper [26] offered a three-layer gamma heuristic algorithm based on 
the concept of Heuristic Concentration (HC).  

There is also a wealth of literature on variations of the facility placement problem in the 
context of telecommunications. Some early work in the 1990s considered the placement of 
web proxies in the Internet [27]. Later studies such as [28] and [29] addressed some particular 
facility location problems, but the demand distribution of users was not taken into account. 
Paper [28] proposed several intuitive strategies for the p-median problem: greedy algorithm, 
random algorithm, hop-spot algorithm, and super-optimal algorithm. Paper [27] leveraged 
dynamic programming theory to design an optimal solution for a linear array network. Paper 
[30] considered the user demand distribution and proposed a dynamic distributed algorithm 
with a time complexity of ( )2O n . Paper [31] addressed the optimal placement problem 
without/with constraint on the number of replicas (i.e., facilities) over tree networks and 
proposed two algorithms, the AGGregate Access (AGGA) and Weighted POPularity (WPOP) 
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algorithm. Unlike our study, [29]-[31] investigated the placement problem under a condition 
that the number of facilities is unrestricted and can be treated as a decision variable. In contrast, 
our study restricts the number of facilities as a given condition. 

Recently, a similar problem of “content placement” in mobile edge networking has attracted 
significant research interest. The content placement problem considers what pieces of content 
should be cached in a facility, taken into account multiple factors such as content popularity 
and caching space. Paper [32] considered the content placement problem over a heterogeneous 
cellular network with cache-enabled femto-base stations, where a greedy algorithm is 
proposed for coded caching. Paper [33] studied the problem for a symmetric tree network by 
relaxing the integral decision variables as continuous ones. Papers [34]  and [35] investigated 
the problem for Data Grid Systems (DGS), where the costs of reading and writing content are 
jointly considered. However, unlike the problem addressed in this paper, the content 
placement problem is essentially a different mathematical problem known as the Knapsack 
problem [36] [37].  

In summary, although there is a wealth of literature addressing different variations of the 
facility placement problem, to our best knowledge, the specific problem of facility placement 
in mobile edge networks has not be addressed. In mobile edge networks, data flows are either 
aggregated upwards (uplink) or disseminated downwards (downlink). As a result, a user 
request cannot take a detour in the tree to find a serving facility, but can only go upward in the 
tree hierarchy until a facility is found. This results in a uni-directional topology instead of a 
bi-directional one and makes our problem essentially different from the existing literature. 

3. Problem Formulation 
As shown in Fig. 1, the communication scenario studied in this paper includes a tree-like 
communication network and a pre-existing facility (i.e., root server) connected to the root of 
the tree. The vertexes and edges of the tree stand for switches/routers and communication links 
in the mobile edge network, respectively. The leaves of the tree represent BSs, each of which 
has a random user demand indicated by a positive number. Apart from the root server, more 
facilities can be installed to some vertexes of the tree. Because communication links are 
assumed to be unidirectional, each user demand should go upward in the tree hierarchy until it 
finds a serving facility. The cost of serving a user demand is measured by the number of hops 
between the user and the serving facility. Such a cost measure can be naturally interpreted as 
either a reduced delay or a reduced backhaul traffic. The optimal facility placement problem is 
formulated as: given an arbitrary tree topology, an arbitrary user demand, and a fixed number 
of facilities, how to place these facilities in the vertexes of the tree to minimize the total cost of 
serving the user demand?    

 
Fig. 1. Scenario of facility placement in a mobile edge network. 
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3.1 Symbol Specifications 

Let ( ),=T V E  denote a tree, where V  is the set of vertexes and E  is the set of edges of the 

tree. Throughout the paper, we use iv  to denote a vertex in V  and distinguish vertexes by 
the subscript i . Let 

 [ ]root root: , ,i iv v v→ = → →p  

be the directed path from iv  to the root rootv . Let il  be the level of iv , the number of the 

vertexes on [ ]root iv→p , and let 

 : max
i

iv
H l

∈
=


 

be the height of T . 
For two adjacent vertexes 1v  and 2v , we say that 1v  is the parent of 2v  or 2v  is a child of 1v  

if 1v  is closer to rootv  than 2v . Let ,i jv , 1, 2,j =  , denote a child of iv . Then  

 [ ] { }child ,1 ,: , , ,i i i jv v v=  V  

is the set of these children. We say that two vertexes 1v  and 2v  are directly correlated if there 
is a directed path to rootv  that contains both vertexes. Moreover, 1v  is said to be a predecessor 

of 2v , and 2v  to be a descendant of 1v , if 1v  is closer to rootv  than 2v . Let [ ]ivT  be the 

sub-tree rooted at iv , a sub-tree that only contains iv  and all of its descendants. Let ix  be the 
facility state of iv . We have 1ix =  if iv  is installed with a serving facility and 0ix =  
otherwise. The facility placement policy x  is a vector consisting of all ix  

 { }vertex1 2, , , Nx x x =  x  T  

where { }vertexN T  is the number of the vertexes in T . 

Let id  be the demand of iv , the total demand that can be served by iv  once iv  becomes 

a serving vertex. If iv  is a leaf, id is the demand that iv  possesses; otherwise id  is 
the accumulated un-served demand from its children nodes, i.e., 

 { }
[ ]child

0
ij i

i ij ij
v v

d x d
∈

= =∑ 
V

 (3.1) 

where { }  is a 0-1 indicator function. 

Take Fig. 2 for example. Here we have 10 1 2 3d d d d= + + , but 11 5 6d d d= +  because the 
demand that 4v  possesses will be served by 4v . Similarly, we can get 12 8 9d d d= + , 

13 10 11d d d= + , and 13 1 2 3 5 6d d d d d d= + + + + . 
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Fig. 2. Example of how to calculate the demand of a vertex. 

 

3.2. Facility Placement Problem 
Once a new facility is installed on a vertex, it will result in a non-negative reduction on the cost 
(i.e., hops). The number of reduced hops for installing a facility on iv  is called the 

facility gain and  denoted by  ig . We have 

 i i ig l d=  (3.2) 

where il  is the level of iv  and id  is the demand of iv . Let γ  be the number of facilities to be 
installed in the network.  Given a placement policy, the facility gain is a function of  γ  given 
by 

 ( ) { }: 1
i i

ij i i i
v v

g x g x ggΓ
∈ ∈

= = =∑ ∑
T T

. (3.3) 

It follows that the cache placement problem can be formulated as a 0-1 integer program as 

 

( )

{ }

max

. .
0,1

i

i
v

i

g

x
s t

x

g

g

Γ

∈


=


 =

∑
x

T

. (3.4) 

It is easy to see that the number of useful facilities  is not greater than { }leafN T , the number of 
the leaves in T . This is because if all the leaves are installed with a facility, all users can 
access service from the leaf vertex, so that all other vertexes have a facility gain of 0. 
Consequently, the value space of γ  is  from 0 to { }leafN T , i.e., 

 { }leaf0,1, , .Nγ =  T  

4. A Sequential Facility Placement Algorithm 

4.1 Concept and definition of “balanced demand profile” 

Let [ ]ivD  be the demand profile of iv ,  which is a vector that consists of the demands of its 
children nodes. The demand profile of a leaf is a null vector, and the demand profile of an 
internal vertex iv  is given by the product items { }0ij ijx d=  on the right-hand side of Eqn. 



KSII TRANSACTIONS ON INTERNET AND INFORMATION SYSTEMS VOL. 11, NO. 7, July 2017                                          3335 

(3.1). A useful indicator of measuring whether a vertex is worth deploying a facility is the 
balance degree of the vertex’s demand profile. A demand profile is called balanced when the 
demands are spread on multiple children nodes rather than concentrating on a single child 
node. Because if the demands are concentrated, it is more desirable to deploy a facility directly 
on the child node to save more hops. In what follows, we will present a heuristic algorithm 
based on such a concept of balanced demand profile. 

Let iφ  be a binary indicator of whether [ ]ivD  is balanced. We set 1iφ =  if [ ]ivD  is 

considered balanced and 0iφ =  if [ ]ivD  is not considered balanced. To be as general as 

possible, here we do not give a specific formula for iφ , but consider iφ   to be a general 
function (with a binary output) that fulfills the following three conditions:  
1) 0iφ =  if 0id = ; 

2) 1iφ =  if iv  is a leaf; 

3) 0iφ =  if [ ]ivD  has only one positive element. 

The first condition implies that it is not worthwhile to place a facility on a vertex if the vertex 
does not serve any demand. The second condition implies that no other vertex is superior to a 
leaf node when we consider only the demand from the leaf. The third condition implies that if 
a father node has a single child node with a positive demand, then it is better to place a facility 
at the child node instead of the father vertex. 

4.2 Procedure of a local iteration 
The facility placement algorithm we proposed in this paper is a sequential one. Given an 

arbitrary tree and demand profile, we consider adding one facility into the tree at one time until 
we reach the pre-defined facility number. Adding a new facility will result in a chain of 
iteration to search for the optimal local placement policy, which will ultimately result in a 
non-negative increment on the facility gain. Let iρ  be a lower bound on the increment of the 

facility gain when a new facility is added into a tree [ ]ivT  rooted at iv . If iv  is a leaf, we 
have 

 
0

0 1
i i

i
i

g x
x

ρ
=

=  =
 (4.1) 

  
otherwise we have 

 
{ }

~ ~

~

0 and 0
max , 0 and 1

1 and
1 and

i i i

i i i i
i

i i i i i i

i i i i

x
g x

d l x g
x g

ρ φ
ρ φ

ρ
ρ ρ
ρ ρ

= =
 = ==  − = =
 = ≠





 

 

 (4.2) 

where iρ  is the lower bound of the incremental facility gain when the new facility is not 
allowed to be installed on vertex iv . The difference between iρ and  iρ  is that iρ  includes 
the case where a new facility is installed on vertex iv . Mathematically, we have 
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[ ], child
,max

i j i
i i jv v

ρ ρ
∈

=
V

.                                                  (4.3) 

We further define 
[ ], child

~ ,: arg max
i j i

i i jv v
v r

∈
=

V
 to indicate the node/vertex on which the new 

facility should be installed to achieve the lower bound iρ . 

      Fig. 3 gives an simple example on how to calculate iρ . Let us first consider the case of 

13 0x = , i.e., the root vertex 13v  of the tree is not installed with a facility. By Eqn. (4.3) we 
have 
 { }13 10 11 12max , ,ρ ρ ρ ρ= . 

 If 13 0φ = , which means that the new facility will not be installed on 13v , we have 

13 13ρ ρ=   according to the definition in (4.2). 

 If 13 1φ = , which means that compared with the case of 13 0φ = , there is a new option to 
install the new facility on 13v ,  hence the facility gain is  maximum value of the two cases, 

i.e.,  { }13 13 13max , gρ ρ=  . 

Now we move on to consider the case of 13 1x = , i.e., the root vertex 13v  is already installed 
with a facility. 
 Let us consider the case where the new facility is installed on 2v , to which 13v  is a 

serving vertex. Installing a facility on 2v  will reduce the facility gain lower bound of  

[ ]13vT by 2 13d l . 

 Let us consider another case where the new facility is installed on 9v , to which  13v  is  not 
a serving vertex. Because the demand of 9v  is hidden from 13v  by 12v , installing a 

facility on 9v  will not caused any change on the facility gain lower bound of  [ ]13vT . 

 
Fig. 3. Example of how to calculate iρ  according to Eqn. (4.2). 

 

4.3 The proposed sequential algorithm  

We define a state vector [ ]: , , ,i i i i id g ρ φ=s  for each vertex iv . The state vector is recorded 
for each vertex and changes in each iteration. The pseudo-code of the proposed sequential 
algorithm is given below. 
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Algorithm I: Heuristic Algorithm for Optimal Facility Placement in Mobile Edge Networks 
1 //--------Initialization-------- 
2 0γ ←  
3 For all  iv ∈T   do 
4  Update( is ) 
5  0ix ←  
6 //--------Body-------- 
7 while  root 0r >   do 
8  1Stk .push( rootv ) 
9  while  1Stk .IsNonEmpty()  do 
10   iv ← 1Stk .pop() 

11   1
j iv ρ−←  

12   1jx ←  

13   2Stk .push( root , parentjv→   p ) 

14   while  2Stk .IsNonEmpty()  do 
15    kv ← 2Stk .pop() 
16    Update( is ) 
17    if  1k k kx gρ= ∧ >   then 
18     0kx ←  
19     1Stk .push( kx ) 
20     break 
21  1γ γ← +  
22  Output: ( )( ), ggg Γ  

 
Explanation notes on Algorithm I: 
1) The abbreviation “Stk ” stands for “stack”, a LIFO (last in, first out) data buffer. The data 

entries of both 1Stk  and 2Stk  are vertexes. 

2) Line 13: The statement 2Stk .push( root jv→   p ) means pushing vertexes on root jv→   p  

to 2Stk  following a top-down order from rootv  to jv . 

3) Lines 8 and 19: The vertex in 1Stk  is used as an entrance of adding a facility, i.e., the 
added facility lies in the sub-tree rooted at the entrance. 

4) Line 11: The symbol 1
iρ
−  represents the vertex on which a facility will be installed to 

obtain at least an incremental gain of iρ . 

5) Lines 17-20: These lines are used to decide whether or not an installed facility should 
continue to be located in the tested vertex. If not, the vertex is called an unsuitable vertex 
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for placement and the facility will be removed from the unsuitable vertex (Line 18). At 
the same time, the removed facility will be reinstalled in a certain vertex of the sub-tree 
rooted at the unsuitable vertex for compensation (Line 19), and the vertex is called a 
moderate vertex for placement. Such a process is called a remove-and-reinstall iteration. 

5. Properties of the Proposed Algorithm 
In this section, we present some proofs on the properties of the proposed algorithm. 

5.1 Major Properties 
Proposition I. If the network is finite, Algorithm I is convergent. 
Proof: We prove this proposition by induction. If 1γ = , Lines 18-20 will not be executed, so 
there is no remove-and-reinstall iteration. Let us now suppose that the proposition holds when  

kγ =  and consider γ  increases from k  to 1k + . Let 

 1 :
i

k i i
v

s x l+
∈

= ∑
T

 

be the sum of the levels of the 1k +  serving vertexes. There may be several 
remove-and-reinstall iterations. However, since each reinstalled facility is located in the 
sub-tree rooted at the previous unsuitable vertex for placement, a remove-and-reinstall 
iteration will lead to an increase in 1ks + . On the other hand, 1ks +  must be finite for a finite 
network. Therefore, the number of remove-and-reinstall iterations is also finite and the 
algorithm is convergent. 

■ 
Proposition II. By Algorithm I, ( )g gΓ  is monotonically increasing with respect to γ . 

Proof: We need to show that ( ) ( )1g k g kΓ Γ≤ +  for a non-negative integer k . Recall that 
the variation of γ  from k  to  1k +  involves two kinds of processes, the direct installation of 
a new facility (Line 8) and a series of remove-and-reinstall iterations (Lines 18-20). The new 
facility can ensure that the facility gain has a positive change and Line 17 can also guarantee 
that an iteration will increase the facility gain. 

■ 

Lemma I. For all [ ]ivT , [ ]{ } [ ]{ }leafi iv N vγ ≤T T , where [ ]{ }ivγ T  is the number of the 

facilities in [ ]ivT  and [ ]{ }leaf iN vT  is the number of the leaves in [ ]ivT . 

Proof: We prove the lemma through three steps. 
First, let A  be the set of the facilities in [ ]ivT  that is closest to a certain leaf, i.e., 

 
( ) ( ) [ ]{ }leaf1 1. 2 such that

is closer to than any otherserving vertex.
j k i

j
j k

x v v
A v

v v

 = ∃ ∈ =  
  

V T
 

where [ ]{ }leaf ivV T  is the set of the leaves in [ ]ivT . Let :A Aγ = . By the set A the leaves 
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can be partitioned into 1Aγ +  disjoint subsets, i.e., 

 
( ) [ ]{ } ( )
( )

leaf1 . 2 is the j-th element of .

3 is or a predecessor of .
k i j

j k
j k k

v v v A
B v

v v v

 ∈ =  
  





V T
 

 1, , ,Aj γ=   

and 

 [ ]{ }1 leaf
1

A

A i j
j

B v B
γ

γ +
=

= −


V T . 

Second, if  [ ]{ }i Avγ γ>T , there are extra facilities that are not contained in A . At the same 

time, they have a facility gain 0 considering jB . Such a case is impossible according to Lines 

11 and 17. Therefore,  [ ]{ }i Avγ γ=T . 

Third, jB must be non-empty and disjoint by definition, so Aγ  is not greater than 

[ ]{ }leaf iN vT . Taking into account all the above three steps, we have 

 [ ]{ } [ ]{ }leafi A iv N vγ γ= ≤T T . 

■ 

Proposition III. When  [ ]{ } [ ]{ }leafi iv N vγ =T T , all the leaves in [ ]ivT  are installed with 

a facility and the facility placement policy for [ ]ivT  is optimal. If { }leafNγ = T , the facility 
placement policy for T  is optimal. 
Proof: 

If [ ]{ } [ ]{ }leafi A iv N vγ γ= =T T , each jB can only contain one vertex due to the non-empty 
and disjoint property. According to Line 11, all facilities will be installed on the leaves to yield 
an optimal placement policy. 
■ 

5.2 Time Complexity 
When γ  increases from k  to  1k + , we define the usage frequency of a stack, both for 

1Stk  and 2Stk , as the number of the vertexes pushed into the stack during the process. Once 
the usage frequency of 1Stk  is determined, the usage frequency of 2Stk  is never greater than 
H  multiplied by the usage frequency of 1Stk . The complexity of the proposed algorithm is 
bounded by the usage frequencies of 1Stk and 2Stk . In what follows, we will first show that  

the usage frequencies of 1Stk and 2Stk are ( )O H  and ( )2O H , respectively.  

Lemma II. When [ ]{ }ivγ T  increases by one, { }jvγ   T   will never decrease for any 

[ ]j iv v∈T . 
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Proof: This Lemma shows that the number of pre-existing facilities in any sub-tree will not 
reduce if the total number of facilities increases. Because a direct adding will never reduce the 
number of facilities in any sub-tree, our focus is on the remove-and-reinstall iteration. 
Considering the reinstalled cache vertex as a new facility, it will not lead to a reduction of 
facilities at least for the sub-tree rooted at the vertexes except for the unsuitable vertex used for 
placement and its predecessors. On the other hand, since the reinstalled facility must be 
located in the sub-tree rooted at the unsuitable vertex, the total number of facilities in the 
sub-tree rooted at the unsuitable vertex or one of its predecessors will also remain unchanged. 
■ 

Lemma III. When [ ]{ }ivγ T  increases by one, jρ   will never increase for any [ ]j iv v∈T . 

Proof: By definition, the process of installing or reinstalling a facility will not lead to an 
increase in jρ  for any [ ]j iv v∈T , hence we focus on the removing process in a 
remove-and-reinstall iteration. First, the following symbols are introduced: 
 1v : vertex whose facility is removed 

 2v : vertex where the reinstallation is implemented 

 1,kv : child of 1v  

 1,1v : specific child vertex that is just 2v   or direct correlated to 2v . 

Before the re-adding, we have 1
1 2vρ− =  and 1 2gρ = . Moreover, we have 

1, 2 , 2,3,k g kρ ≤ ∀ =  , and 1 2g g≤ . Once 2v  becomes a serving vertex, we have 

 { }1 1 1,max , , 1, 2,kg jρ ρ≤ =   

and 1,1 2gρ ≤ . Therefore, 

 { }1 1 1, 2max , , 1, 2,kg j gρ ρ≤ = ≤ . 

■ 

Proposition IV. The time complexity of Algorithm I is ( )2O H γ . 

Proof: First, let us consider the case that γ  varies from k  to  1k + . We use ( )1v  to denote the 

vertex with a new facility, use ( )pv , 1, 2,p =  , to denote the vertex with the p-th removed 

facility, and use ( )1pv +  to denote the vertex with the p-th reinstalled facility. When ( )pv  is 
installed or reinstalled, only the facility on ( )

root parent
pv→

 
 p  that is closest to ( )pv , denoted by 

( )ˆ pv , is likely to be removed, where ( )
parent

pv  is the parent of ( )pv . In other words, an installation 
or reinstallation causes at most one iteration. A detailed reasoning is given below.. 

1) If the facility in ( )ˆ pv  is not removed, the other facilities on ( )
root parent

pv→
 
 p  have an 

unchanged demand and a non-increasing ρ  by Lemma IV. As a result, the condition on 
Line 17 will not be satisfied and these facilities will not be removed. 
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2) If the facility in ( )ˆ pv  is removed, the other facilities on ( )
root parent

pv→
 
 p  have a larger or at 

least an unchanged demand and a non-increasing ρ . According to a similar analysis in 
case 1), they will not be removed either. 

If the facility in ( )ˆ pv  is removed, ( )ˆ pv  will become ( )pv  and ( )1pv +  will be located in the 
sub-tree rooted at ( )

child
pv , where ( )

child
pv  stands for a certain child of ( )pv . At the same time, 

( )1
root parent

pv +
→

 
 p  can be partitioned into two parts: 

 ( ) ( )1
parent child

p pv v+ → → 
  

and 

 ( )
root .pv→

 
 p  

Following the above analysis, ( )
root

pv→
 
 p  cannot contain the facilities that can be 

removed and we thus call it a false tested path. On the other hand, ( ) ( )1
parent child

p pv v+ → → 
  

contains at most one facility that can be removed. If there is such a facility, the false tested path 
will be expanded into ( )1

root
pv +

→
 
 p  where ( )1pv +

  is the (p+1)-th removed facility that is 

located on ( ) ( )1
parent child

p pv v+ → → 
 . That is, each iteration will give rise to a longer false tested 

path. When the length of the false tested path is 1H − , there will be no facility that can be 
removed and the algorithm will terminate. Therefore, the number of iterations is at most 

1H − . Considering the direct adding of the new facility, the usage frequency of 1Stk  is upper 
bounded by H . Moreover, considering the number of facilities γ , we can obtain that the time 

complexity of Algorithm I is ( )2O H γ .  

■ 
For comparison purpose, we note that the computing complexity of a brutal-force 

enumeration is an exponential function of γ given by { }( )vertexO N γ T when { }vertex
1
2

Nγ ≤ T , 

where { }vertexN T is the total number of vertexes in the tree. To our best knowledge, the most 
efficient heuristic algorithms with polynomial complexity proposed for a similar problem is 
the one in [30], which has a time complexity of ( )2O N , where N  is the number of nodes. 

Our algorithm has a complexity of ( )2O H γ , where H  is the height of the tree. Obviously, 

we have H N<  , hence our algorithm yields a better performance in terms of time 
complexity, especially when we consider fat trees. For example, considering a M-tree (i.e., a 
tree where each father node has M children), H  is approximately proportional to ( )logM N .  
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6. Simulation Results and Discussions 
This section evaluates the performance of the proposed algorithm by simulations. First, we 
should give a specific formula for iφ , which measures whether a demand profile is balanced or 

not. Let ,1max id  and ,2max id  be the two largest elements in the demand profile [ ]ivD , i.e., 

 
[ ]

[ ] { }

,

, ,1

,1 ,

,2 ,max

max : max

max : max
i j i

i j i i

i i jd v

i i jd v d

d d

d d
∈

∈ −

=

 =

D

D

. 

In the special case where [ ]ivD  contains only one element, we have ,2max 0id = . If iv  is a 

leaf, both ,1max id  and ,2max id  are set to be 0. Let us further define  id  to be the average 

value taken over elements in [ ]ivD . If iv  is a leaf, we have i id d= ; otherwise it is given by 

 
[ ] [ ],

,
child

1

i j i

i i j
d vi

d d
N v ∈

= ∑
D

. 

Let ,1 ,2: max maxi i id d d∆ = − , we can give a practical formula for iφ  as 

 
0,

,
1,

i i
i

i

d d
d d

α
φ

α
 ∆ >

= 
∆ ≤

 (5.1) 

where α  is an extra parameter that takes non-negative real values. Essentially speaking, a 
smaller value of α means that a demand profile is less likely to be considered as balanced. 
When 0α → , for a non-leaf vertex, only the demand profiles that have at least two identical 
positive elements are considered balanced. When α →∞ , all demand profiles that have at 
least two positive elements are considered balanced. For convenience, we use ( );g g αΓ  to 
denote the facility gain from Eqn. (6.1). 

To systematically evaluate the performance of the proposed algorithm, we set up four 
different simulation scenarios, the parameters of which are summarized in Table 1. For 
comparison purpose, we also consider a special case where all facilities are installed only on 
the leaf nodes. This special case yields a performance lower bound. 
 

Table 1. Parameter settings in different simulation scenarios. 

 Tree height 
H  

Node branch 
M  

Probability 
of having  

child nodes 

Demand 
distribution on 

tree leaves 
Vertex availability 

Scenario I 3 2 A deterministic tree in Fig. 4 All available 
Scenario II 4 5 0.835/0.625 Uniform(1~50) All available 
Scenario III 6 7 0.835/0.625 Uniform(1~50) All available 
Scenario IV 4 5 0.835 Uniform(1~50) Selective 

 
The first scenario represents a small and deterministic tree topology, in which the optimal 

facility gain can be obtained by brutal-force enumeration. With varying values of parameter 
α , the facility gains achieved by the proposed algorithm is compared with the optimal gain in 
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Table 2. We can see that in most cases, the proposed algorithm is able to achieve the exact or 
approximate results compared with the optimal gain. Moreover, the performance of the 
algorithm is not very sensitive to the value of α . For comparison, we also adopt and apply the 
algorithm in [30] to our model and evaluate its performance by continuously changing the 
storage cost. It is observed that both heuristic algorithms can obtain near-optimal results in this 
simple scenario, while our algorithm slightly outperforms the algorithm in [30]. We further 
note that our algorithm is more advantageous in large-scale tree networks because it has a less 
complexity. 

 
Fig. 4. A deterministic tree network and demand distribution in Scenario I. 

 
Table 2. Facility gains determined by different methods in Scenario I. 

γ  LOWER 
BOUND 1α =  20α =  

OPTIMAL 
GAIN 

[30] 

1 180 278 278 278 247 
2 348 494 494 494 494 
3 504 620 620 633 633 
4 660 759 759 759 741 
5 812 820 820 837 819 
6 888 898 898 898 880 
7 952 952 952 952 938 
8 988 988 988 988 988 

 
To further validate the performance of our algorithm, we will subsequently generate 

random tree topology with random demands. A random tree is generated by a classic random 
branching process, where the probability for a new vertex not being a leaf (a leaf has no further 
branching) is denotes as leafnonp − . The maximum tree height H and maximum number of 
branch M are pre-defined parameters.  The demand on each leaf is a random variable following 
a uniform distribution from 1 to 50. 

Scenario II considers a medium-size tree. First, setting leafnonp − =0.835, we generate a 
random tree snapshot with 93 leaves and a total user demand of 2423. Fig. 5 plots the facility 
gain as a function of γ (number of facilities) with varying α . As a testament to Proposition 2, 
we observe that ( );g g αΓ  is a strictly increasing function of γ , indicating the effectiveness of 
the proposed algorithm. The facility gain rises quickly when γ  is small, suggesting that 
increasing the number of facilities is effective initially, but has diminishing returns. As Fig. 5 
only shows the performance in a snapshot, it is desirable to see the statistically averaged 
performance of our algorithm. To this end, Fig. 6 sets leafnonp − =0.635 and generate 100 
snapshots of random tree topology. For each snapshot, the x-axis is normalized to the 
maximum number of facilities (i.e., number of leaves in the random tree) and the y-axis is 
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normalized to the maximum facility gain. Such a normalization procedure allows us to 
evaluate the average performance in different tree topologies. It can be observed that our 
algorithm consistently outperforms the lower bound. If 10 percent of the vertexes can be 
installed with facilities, we can achieve about 50 percent of the maximum facility gain. 
Moreover, the performance is insensitive to the values of α when the value of α is not near 
zero. This indicates that when we have a relative relaxed regulation on whether a vertex is 
balanced, the proposed algorithm will yield close-to-optimal results. 
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Fig. 5. Facility gain as a function of the number of facilities in Scenario II ( 4H = , 5M = , 

non-leaf 0.835p = ). 
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Fig. 6. Normalized facility gain as a function of normalized facility resource in Scenario II ( 4H = , 
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5M = , non-leaf 0.625p = ). 
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Fig. 7. Facility gain as a function of the number of facilities in Scenario III ( 6H = , 7M = , 

non-leaf 0.835p = ). 
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Fig. 8. Normalized facility gain as a function of normalized facility resource in Scenario III ( 6H = , 

7M = , non-leaf 0.625p = ). 

 
Scenario III simulates a large-size tree topology. First, we generate a snapshot with 

10,507 leaves and a total demand of 255,857. The corresponding facility gain for the snapshot 
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is shown in Fig. 7. We see that the overall tendencies in Fig. 7 are similar to Fig. 5 and Fig. 6. 
However, there are some new differences. First, the facility gain takes a steeper rising slope 
when γ  is small. Second, our algorithm shows a more significant advantage over the lower 
bound, even for the case of α = 0.05. Third, we find that the results for α = 1 is slightly 
better than the results for 0.45 and10a = , revealing a delicate fact that ( );g g αΓ  is not 
always monotonically increasing with α  for all γ . Nevertheless, the differences are 
insignificant. In Fig. 8, the normalized performance is shown after taking average over 100 
snapshots. We see that if 10 percent of the vertexes can be installed with facilities, we can 
achieve about 75 percent of the maximum facility gain. 
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Fig. 9. Facility gain as a function of the number of facilities in Scenario IV ( 4H = , 5M = , 

non-leaf 0.835p = ). 

 
In all the above scenarios, we assume that all vertexes are available for facility placement. 

In reality, it is likely that some vertexes are not available for practical reasons. It is hence 
interesting to see whether our algorithm can adapt well to such conditions. In Scenario IV, we 
simulate a medium-size tree topology and randomly make some vertexes unavailable. It 
follows that 

 
, if is cache-enabled

.
0 if is cache-disabled
i i i

i
i

l d v
g

v


= 


 (5.2) 

In such case, iφ  will always be equal to 0 if iv  is a unavailable vertex. We use β  to denote 
the fraction of the unavailable vertexes in all vertexes. The performance of our algorithm is 
shown in Fig 7. As β  grows from 0 to 0.45, it is observed that the performance degrades only 
slightly. In particular, when the number of facilities is small, the performance is almost 
identical. This indicates that our algorithm is able to cope well with the additional 
unavailability constraint. 
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Finally, we briefly discuss the applicability of our algorithm to networks with general 
topology. The problem of facility placement in a general network is known to be NP hard [19]. 
Our algorithm adapts a heuristic that relies on the tree structure, therefore cannot be directly 
applied to a general network. However, one may still adapt a two-step, heuristic approach to 
apply our algorithm by first establishing a multi-cast tree in the general network base on 
certain criteria. This is an interesting research direction to be pursued in our future work. 

7. CONCLUSIONS 
In this paper, we have studied the problem of optimal facility placement in mobile edge 

networks for achieving maximum gains in reducing the number of hops in the backhaul 
network. A literature review has been given to explain how our problem differs from the 
classic facility placement problem. A heuristic algorithm has been proposed to find 
sub-optimal solutions for placing a fixed number of facilities in an arbitrary tree topology with 
an arbitrary demand distribution. Proofs have been given regarding some important properties 
of the proposed algorithm. The complexity of the algorithm has been shown to scale linearly 
with the number of facilities and scale in a square order with the height of the tree. The 
effectiveness of the proposed algorithm has been validated by extensive simulations. 
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